E. Dummit’s Math 2331 (Fall 2021) ~ Midterm 2 Review Answers
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True: all linear transformations must send the zero vector of V' to the zero vector of W.

True: a linear transformation is uniquely determined by its values on a basis.

True: for p = 23 — 22, p(0) = 03 — 02 = 0 and p(1) = 13 — 12 = 0, so T'(p) = (0,0).

True: the system (a — b,a + b,a — b) = (2,1,2) has a solution a = 3/2, b= —1/2.

False: here, T'(x) =T(14+ ) —T(1) = (2,3) — (1,2) = (1,1).

True: since {1,1+x, 2%} is a basis of P»(R), we can choose the values of 7' on these elements arbitrarily.
False: by nullity-rank, the nullity plus the rank equals the dimension of V', but 2 + 2 # 5.

True: the nullity-rank theorem works out, and T'(a, b, ¢,d) = {(a,b,0,0,0) is an explicit example.

False: the correct statement is dim(ker T') + dim(im 7") = dim(V).

True: as shown in class, two vector spaces are isomorphic if and only if they have equal dimensions.
True: in general [T’l]f = ([T]Ej)*1 and this is the special case where v = 3.

False: a correct similar statement would be [T?]% = [T]g[T]g
True: we can take @ to be the change-of-basis matrix Q = [I]5.
True: as noted in class, if T': U — V and S : V — W are linear, then so is ST : U — W.
True: this is the correct composition formula.

True: as noted in class, the inverse of the change-of-basis matrix [I]} is indeed [I]5.
True: we have [T]g = Q[T)2Q~! where Q = [I]? is the change-of-basis matrix.

True: (f,g) = fol f(x)g(x) dz is an inner product, as mentioned in class.

False: as we have seen, there are several inner products on R2.

True: this is axiom [I2].

True: this is the Cauchy-Schwarz inequality, which was shown in class.

False: in general ||v + w|| < [|v|| + ||w]]|, but equality can only happen if {v,w} is dependent.

True: these vectors are all orthogonal to one another.

True: these vectors are all orthogonal to one another, they all have length 1, and there are 3 vectors.
True: we can construct an orthogonal basis by applying Gram-Schmidt.

True: in general, ||ae; + beg + ces + dey|| = Va2 + b2 + 2 + d2.

2. In each case, we must check the properties [T1] and [T2]. A quick shortcut is also to check whether T'(0) = 0.

(a)

Not linear: neither [T1] nor [T2] holds since for example T'(ra,rb,rc,rd) = (ra+rb+1,rc+rd+1) is
not equal to rT'(a,b,c,d) = (ra+rb+r,rc+rd+r). Also, T(0) = (1,1) # 0.

Linear: [Tl] T(G,l + as,b1 + bo,c1 + co,dy + dg) = (a1 +as + by +by,c1+co+dy + dg) = (a1 +by,c1 +
dy) + (ag +ba, ca +do) = T(ay,b1,c1,d1) + T (azg, ba, ca,d2)and [T2] T'(ra,rb,rc,rd) = (ra+rb,rc+rd) =
r(a+b,c+d) =rT(a,b,c d).

Linear: [T1] T(A+ B) =3(A+ B) — 2(A+ B)T = (34 — 2A4T) + (3B — 2BT) = T(A) + T(B) and [T2]
T(rA) =3rA—2(rA)T =r(34 - 2AT) = rT(A).

Linear: [T1] T(p+q) = (p+q)"(z) = p"(x)+¢" () = T(p)+T(Q) and [T2] T(cp) = (cp)’(z) = cp’(z) =
cT'(p).

Linear: [T1] T(A+ B) = Q YA+ B)Q = Q7 'AQ + Q7 'BQ = T(A) + T(B) and [T2] T(rA) =
Q7 1rAQ =r(Q71AQ) = rT(A).

Not linear: neither [T1] nor [T2] holds since for example T(rA) = (rA)~'Q(rA) = A7'QA = T(A) is
not equal to rT(A). In fact, T is not even defined on the zero matrix.




T(1)—2T(z) + T(2?) = (1 — 22) + 22z — 2%) + 3 + = — 2%) = 4 + bz — 422

1 5 3 -1 1/2 -2
(b)[T]g[O 2 1]and[T]ZY[ 6 1 0].
1

/2 0 2

(¢) For [T]2 note T(22?) = 6 + 2z — 2% = —1(22%) 4+ 6(1) + 3(4z), T(1) =1 — 2? = (22?) + 1(1) + 0(4x),

T(47) = 8z — 422 = —2(22%) + 0(1) + 2(42). So matrix is as above.

4. (a) Note 1+z—a? = —1(2—z) — £(32?) +3(1) so [l + z —2?]g = (—1,—1%,3) and 1+ — 2%, = (1,1,-1).
(b) Note that the columns of [I]} are the vectors in the basis 3 expressed in terms of v, so [I]} =

5 =

2 01 0 -1 0
{ -1 0 0 ] Then [I]?{ = [ 0 0 1/3 ] either by computing the inverse matrix or by noting

0 3 0 1 2 0
that 1 =0(2 — x) + 0(322) + 1(1), x = —1(2 — 2) + 0(32?%) + 2(1), 22 = 0(2 — x) + 1/3(322) + 0(1).
2 01 1 21 0 -1 O 4 3 5/3
(c) We have [T)7 = [I}TMF=| =1 0 0|0 3 3|0 0 1/3|=|-1 -1 —2/3
0 3 0 3 1 2 1 2 0 9 18 3

5. Note that there are often many different choices for the bases of the kernel and image.

(a) T(a+ br + cx?®) = bz + 2cx?, so ker(T') = {a} with basis {1}.

im(T) = {bx + 2cx?} with basis {z, 222}.

Nullity is 1, rank is 2, dim(P;) =3, and 1 +2 = 3.
0 0 0
_ _ 2 _ 9,2 v _
T(1)=0,T(z) ==, T(2*) = 22" so [T]3 = 8 (1) g

ker(T) = {(a,a,a,a)} with basis {(1,1,1,1)}.

im(T) = {(a —b,b —¢,c — d,d — a)} with basis {(1,0,0,-1),(-1,1,0,0),(0,—1,1,0)}.

Nullity is 1, rank is 3, dim(R*) = 4, and 1 + 3 = 4.

T(1,1,1,1) = (0,0,0,0), T(2,2,0,0) = (0,2,0,—2), T(3,0,0,0) = (0,—3,3,0), T(0,0,0,4) = (0,0, —4,4)

[0 0 0 0
0 2 -3 O
v
©lli=10 0 3 -4
0 2 0 4
a b |, | atc b+d | a b . . 0 0 1
T({c d]){a—i—c b—i—d]SOker(T)[—a _b]wmhbams{[_l 0},[0 _1}}
. _Ja+tc b+d : . 10 0 1
lm(T)_{_a+c b+d}}w1thbasm{{1 0}7[0 1}}
Nullity is 2, rank is 2, dim(Mayx2) =4, and 24 2 = 4.
1 0 1 0 0 1 0 1 0 0 01 0 0 0 1
o op=lialrdsop=lo iy ab=lo (s vh=[s 3]
1 0 1 0]
01 01
v
©olfli=11 01 0
010 1)
9 | a 0
T(a+ bz + cx? + dz°) = 0+ 2+ 4 + 8d O}

ker(T) = {(—2¢ — 4d)x + cx? + da3} with basis {—2z + 22, —4z + 23}.
. B a 01, . o T1 0 00
im(T) ={ 4+ +4c+8d 0 ]}WlthbaSIS{[ 0 O}’{ 1 0 ]}
Nullity is 2, rank is 2, dim(Ps) =4, and 2+ 2 = 4.

[1 0 [0 o0 o~ [0 0 s [0 0 7_(1)888
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(a) (v, w) =0, |Iv]| = V14, |[w]| = V27, 6 = cosfwﬁ) = /2.
(0) (vow) =7, |Ivl| =2, |wl| =7, 6= cos*(z%) = /3.
(©) (v,w) =—1/6, |[v|]| = \/1/3, [[wl|| = /1/3, 6 = cos™ 1(1/_31/61/3)=27T/3
(d) (v,w) =38, ||v]| = V30, ||W||=3,9=COS‘1(\/£.3)-
(a) wy = vy = (3,4)
W = v — arvy where a; — m - % s0 Wy = (1,1) — %(3,4) _ (%,_%).

4 1
Orthogonal set {(3,4), (257 25)} yielding orthonormal set { (3,4), 3(4, -3)}.

wy =vi =(1,1,1)
<V2,W1> 9

Wy = Vo — a1vy where a1 = WL wi) =3 =3s0owy=1(2,3,4)—3(1,1,1) = (—1,0,1).
1, W1

1 1

—(1,1,1), —

\/5( ) 7

Orthogonal set {(1,1,1),(1,0,—1)} yielding orthonormal set { (1,0,—1)}.

W1 =V1 = (2a 172)7

<V2,W1> 9
= — h = =—-=1 =(1,1,3) - (2,1,2) = (—-1,0,1
Wa = vy — a;vy where a; (wrwi) 9 sowy = (1,1,3) = (2,1,2) = (-1,0,1)
9 8
Wy — Vs — bivi — bpvs where b — WU 0y g, = YaWa) 8, —
<W1,W1> 9 <W2,W2> 2

(=3,5,5) — (2,1,2) — 4(—1,0,1) = (—1,4, —1).
1 1

1
Orthogonal set {(2,1,2), (—1,0,1), (—1,4, —1)} yielding orthonormal set {5(2, 1,2), —=(-1,0,1), —1(—1, 4,-1)}.

[\
oo

W1 =V = 2

<V27 W1> foz 2x dx 1 1
= = — S0 wWg = — 1.
(w1, wi) f02 22dy 2 ’

Wy = Vo — a1Vy Where a1 =
Orthogonal set {2,z — 1}.
To make orthonormal, compute |2|| = ‘/fo 22dx = /8, ||z —1|| = \/fo (x —1)2dx = \/fo —2z+1)dx =

2/3 yielding orthonormal set {
V8 F




11
(e) wlzvlz[l 1}
- - <V2,W1> - 12 o . 1 2 1 1 _ -2 -1
WQ—VQ—CllVlWhereal—m—?—gsOWQ— 3 6 -3 117 0 3 |
11 -2 -1
Orthogonal set {[ 11 } , { 0 3 }}
To make orthonormal, compute
{1 1 1 1 -2 -1 }
211 11°/14] 0 3 ’
9. To find the QR factorization, apply Gram-Schmidt to the column vectors {vy,...,vy,}. Then @ is given

by the resulting orthonormal basis {ei,...,e,} and R is upper-triangular with entries given by the inner
products (e;, v;).

1 1
(a) For vi = (=3,4), vo = (5,2) get e; = 5(—3,4), ey = 5(4,—3) and so 71,1 = (e1,vi) = 5, 112 =
T _ 26 | —=3/5 4/5 |5 =7/5
<91,V2>——5,7‘2,2—<62,V2>—€. SOQ—|: 4/5 3/5:|,R—|:0 26/5 .
1 1
b) For vi = (1,3), vo = (2,4) get e1 = —(1,3), e2 = ——(3,—1) and so = (ey, = V10,
(b) 1= (1,3), va = (2,4) get e, \/ﬁ( ), €2 \/ﬁ( ) an ria = (e, vi) = V10
1 1 3 1 10 14
r1o = (e, vy) = 14//10, = (es,v2) =2/4/10. So Q = — ,R= — .
1,2 <1 2> /\ﬁTz,z <2V2> / Q \/ﬁ{?’ _1] \/E{O 2}
1 1
(¢) For vi = (—2,6,3), vo = (4,9,1) get e; = ?(—2,6,3), ey = ?(6,3, —2) and so 11 = (e1,v1) =T,
1| 26 77
rio=(e1,va) =T, 190=(e2,va)=7.S0Q==| 6 3 |[,R= ,
; ; 7 0o 7
3 -2
1 1
d) For vi = (1,0,1), vo = (1,1,1), v3 = (1,3,0) get e; = —(1,0,1), e2 = (0,1,0), e3 = —(1,0,—1
()1()2()3()g1ﬂ()2()3ﬂ( )
and so 11 = (€1, vi) = V2, r12 = {e1,va) = V2, r13 = (e1,v3) = 1/V2, ma = (e, va) = 1,
1/vV2 0 1/v2 V2 V2 1/V2
7’273:<92,V3>:3, 7"373:<93,V3>:1/\@. SOQ: 0 1 0 ,R: 0 1 3
1/vV2 0 —1/V2 0 0 1/vV2
1
(e) For vi =(2,0,2,0), vo2 = (2,0,2,1) get &1 = 5(1,0, 1,0), ex = (0,0,0,1) and so 71 1 = (e1,v1) = 2v/2,
1/v/2 0
0 0 22 2v2
r12 = (e1,v2) =22, 100 = (€2, va) = 1. So Q = 1VE 0 ,RZ[ \0[ \1[]
0 1
1 1
(f) Forvy; =(2,0,2,1), vy =(2,0,2,0) get e = 5(2,0,2,1), ey = \/—1@(1,071,74) andsory 1 = (e1,vy) =3,
2/3  1/V/18
B B B B B 0 0 3 8/3
7‘1,2—<61,V2>—8/3,7’272—<62,V2>—4/\/E. SOQ— 2/3 ]./\/E ,R|:O 4/\/E:|
1/3 —4//18




