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wait until the end of exam to contact me about a technical difficulty.
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1. (10 points) (1) Solve the linear system


x1 + 6x2 + 2x3 − 5x4 = 3

2x3 − 8x4 = 2

2x1 + 12x2 + 2x3 − 2x4 = 4

by elementary row operations

and write the parametric vector form for all solutions.

(2) Let A be the coefficient matrix of the above linear system, that is A =

1 6 2 −5
0 0 2 −8
2 12 2 −2

. Answer the

following questions with the help of your above calculation.

(i) A basis for the kernel ker(A) is . (ii) A basis for the image im(A) is

(iii) A basis for the vector space (im(AT ))⊥ is
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2. (8 points) Use Elementary Row Operations to find the inverse of matrix M =

1 2 2
2 0 1
0 1 1

 . (Write down

all your work)

3. (6 points) Let T : R2 → R2 be the linear transformation, which begins with first reflection about the
y-axis, followed by orthogonal projection onto the line y = 3x. Find the matrix of the transformation T .
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4. Let V = Span{~v1, ~v2} be a subspace of R4 spanned by ~v1 =


1/
√

2
0

−1/
√

2
0

 , ~v2 =


1/2
1/2
1/2
1/2

.

(1).(2 point) Is {~v1, ~v2} an orthonormal basis for V ? Reason.

(2). (5 points) Find the decomposition of ~y =


4
−1
0
1

 as ~y = ~y1 + ~y2 such that ~y1 ∈ V and ~y2 ∈ V ⊥.

(3) (3 points) Let T : R4 → R4 be the transformation defined by the orthogonal projection onto V . Find
the matrix of the linear transformation T .
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5. Suppose ~x1 =

1
0
1

, ~x2 =

3
1
1

 and ~x3 =

3
4
1

 form a basis for the vector space W .

(1). (5 points) Using the Gram-Schmidt process to B, find an orthogonal basis for the vector space W .

(2). (3 points) Normalize the result in (2), find an orthonormal basis for the vector space W .

(3). (3 points) Find the QR-factorization of A =

1 3 3
0 1 4
1 1 1
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6. Given A =

1 1
1 −2
1 1

 and ~b =

3
2
1

.

(1). (4 points) Find the least-squares solution ~x∗ of the system A~x = ~b.

(2) (2 points) The image im(A) is a plane in R3 passing the origin. Find the distance from the vector ~b (or
the point (1, 2, 3)) to the plane im(A).

7. (6 points) Given the transition matrix A =

[
0.5 0.2
0.5 0.8

]
.

(1) Calculate an eigenvector of A corresponding to eigenvalue 1.

(2) Find lim
t→∞

At.
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8. Let A be the matrix A =


1 2 3 8
1 5 7 9
0 0 0 −2
2 5 8 10

. Answer the following questions.

(1). (6 points) Compute the determinant of A. Write down all steps you are using.

(2). (4 points) Find the following determinant det
(
(4A)−1(2AT )2

)
using the result in (1).
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9. (10 points) The matrix A =

 2 1 2
−1 4 2
−1 1 5

 has distinct eigenvalues λ1 = 3 and λ2 = 5.

(1) Find a basis for the eigenspace Eλ with eigenvalue λ1 = 3.

(2) What are the geometric multiplicities of λ1 = 3 and λ2 = 5?

(3) Is A diagonalizable? Explain your reason.

(4) Is A orthogonally diagonalizable? Explain your reason.
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10. (8 points) Consider matrix A =

−1 5 7
3 −3 8
0 0 2

.

(1) Find all eigenvalues for the matrix A. (Write all details of calculation.)

(2) What are the eigenvalues of A2 − 3A?
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11. (5 points) The symmetric matrix A =

2 0 2
0 4 2
2 2 3

 has eigenvectors ~u =

1
2
2

, ~v =

 2
−2
1

, ~w =

 2
1
−2


with corresponding eigenvalues λ1 = 6, λ2 = 3, λ3 = 0. Answer the following questions.

(1) Orthogonally diagonalize the matrix A. That is, find an orthogonal matrix U and a diagonal matrix
D such that A = UDU−1 = UDUT .

U =


 and D =


.

(2). Let ~a =


√

5√
3

−
√

3

 and ~b =

√5√
3

0

. Answer the following questions.

(i) ||U~a|| =

(ii) U~a · U~b =

12. (10 points) Consider the matrix A =

[
0 4 0
3 0 4

]
(1) Compute B = ATA.
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12. Continued from page 9.

(2) Verify that the vectors ~v1 =

3
0
4

, ~v2 =

 0
−1
0

, ~v3 =

−4
0
3

 are eigenvectors of B = ATA. What are their

corresponding eigenvalues?

(3) What are the singular values of A?

(4) Calculate the singular value decomposition A = UΣV T . (Clearly write each matrix U , Σ and V .)
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