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4 Introduction to Integration

In this chapter, we discuss integration, which is motivated by the problem of calculating the area underneath the
graph of a function. We motivate the definition of the definite integral using Riemann sums to calculate areas,
and prove the Fundamental Theorem of Calculus, which describes the close relationship between derivatives and
integrals. We then introduce indefinite integrals of basic functions and discuss substitution techniques for evaluating
definite and indefinite integrals, and close with a discussion of some basic applications of integration to computing
areas, arclengths, volumes, and moments and masses.

4.1 Definite Integrals and Riemann Sums

e We originally motivated our development of the derivative by asking how to determine the instantaneous rate
of change of a function.

e We now pose a new question with a similar flavor: given a continuous, positive function f(z) on an interval
[a, b], what is the area of the region that lies under the graph of y = f(x) and above the z-axis, between z = a
and x = b?

4.1.1 Riemann Sums

e In some cases we can find the area under a curve using basic geometry.

e Example: Find the area under the graph of f(z) = x between z = 0 and z = 2.

o Since f(x) = z is linear and passes through the origin, the area forms a right triangle, with base and
1
height both equal to 2. The area is therefore 3 2-2= .

o Below on the left is a graph of the area in question:
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e Example: Find the area under the graph of g(x) = v/9 — 22 between = 0 and z = 3.

o If we write y = g(x) = v/9 — 22 we can see that 22 + y? = 9, and so the graph of y = g(z) is the upper
half of a circle of radius 3 centered at the origin, as can be easily seen by the graph above on the right.
o Aided by the picture, we can see that the region is the interior of a quarter-circle of radius 3, so since
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the area of the circle is 97, the desired region has area

e However, to evaluate areas more complicated than those which have formulas from basic geometry, we will
need a more general method.

o Here is one possible approach (which was, in fact, essentially first used by Archimedes): divide the
interval [a,b] into pieces, and then in each interval draw a rectangle with base on the z-axis with one
vertex on the graph of y = f(x). Then add up the areas of all of the small rectangles: this will give an
approximation to the area under the graph.

o As we use more and smaller rectangles, the collective area of the rectangles will approximate the total
area under the graph more and more closely.

o Here are some illustrations of this idea for the function f(z) = z on [0, 2], dividing the interval into 4
and 20 equally-sized subintervals respectively:
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o The same procedure will work for any continuous function, such as f(z) = 2%
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e To formalize these ideas we first need to define some terminology:

e Definition: For an interval [a, b], a partition of [a, b] into n subintervals is a list of a-coordinates xq, 21, T2, , Tn—1, Ty
with 20 = a, 2, = b, and xg < 1 < 2 < +++ < Tp—1 < Tp. This list of z-coordinates divides [a, b] into the
subintervals [xg,x1], [21,22], ... , [n—1,2n]. A tagged partition is a partition of [a, b] together with a point

x¥ is a point in the ith interval [z;_1, z;] for each 1 <i < n.

o The only partitions we will be interested in are partitions of [a,b] into n equally-sized subintervals. In

b—a
thatcase,f0r0<i<nwehaveaci:a+i-{ }
n

o However, in some applications (and also when working in a more formal context) it is useful to use
partitions where the intervals have different sizes.

o Example: The partition of [0, 8] having 4 equal subintervals is [0, 2], [2,4], [4, 6], [6,8]. If we wish to give
a tagged partition, we simply select a point to go along with each interval.

o In general, we say the norm of the partition P is the width of the largest subinterval.

e Now we can give the formal definition of a Riemann sum, which represents the sum of the areas of the
rectangles we described above:

e Definition: Suppose that f(z) is a continuous function and P* is a tagged partition of the interval [a, b] into
n subintervals. If 27 is the tagged point in the ith interval [x;_1,z;], we define the associated Riemann sum
n

of f(x) on [a,b] corresponding to P* to be RSp«(f) = Z flh) |z — xi—q)-
i=1

o Recall that if g(z) is a function, then the notation Z g(k) means g(1) + ¢(2) + g(3) + - -- + g(n). Thus
k=1

D f(a}) - [ws—wia] is the sum f(xp) - [w1 — x0] + f(2]) - [wa — 1] + -+ f(@}_y) - [wn — 2pa].
=1

o Although this definition is somewhat complicated, it is simply a formalization of what we discussed
above: on each interval [z;_1, z;] in the partition, we draw a rectangle above the interval [z;_1, 2;] whose
height is f(x}), so that it lies on the graph of y = f(z). The area of this rectangle is the length of its
base z; — x;_1 times its height f(z}). We then add up the areas of all of these rectangles, which is the
sum given above.

o We will primarily be interested in three case: the first case is where x} = z;_; is the left endpoint
of its interval which we call the left-endpoint Riemann sum, the second case is where z} = z; is the
right endpoint of its interval which we call the right-endpoint Riemann sum, and the third case is where
zf = (-1 + x;)/2 is the midpoint of its interval which we call the midpoint Riemann sum.

e In the case where P is the partition with n equally-sized subintervals, we can write the Riemann sum as

n b _
Z f(z7) Az, where Ax = a
i=1

is the common width of the subintervals.




o We can give explicit formulas for the left-endpoint, midpoint, and right-endpoint Riemann sums as well.

o Specifically, we have RSt (f) = Zf[a + (i — 1)Az] Az, RSmiua(f) = Z fla+ (i — 3)Az] Az, and
i=1

i=1
n

RSuignt(f) = Y _ fla +iAz] Az,

i=1
e Here are some examples of Riemann sum computations:

e Example: Find the left-endpoint, midpoint, and right-endpoint Riemann sums for f(z) = 22 on the interval
[0,4] with (i) 4 equal subintervals, and (ii) 10 equal subintervals.

o First, we have a = 0 and b = 4. If there are 4 subintervals, then Az = bTTa =1, and the subintervals
themselves are [0, 1], [1,2], [2, 3], and [3,4].

o The left-endpoint Riemann sum is then f(0)-14f(1)-1+ f(2)-1+f(3)-1 = 0%-1+12-14+22.1+3%.1 = .

o The midpoint Riemann sum is then f(0.5) -1+ f(1.5) -1+ f(2.5) -1+ f(3.5)-1 =0.5%-1+15%-1+
2.5%-1+3.5%-1=[21].

o The right-endpoint Riemann sum is then f(1)-1+f(2)-1+f(3)- 1+ f(4)-1 = 12:1+22.14+3%.1+42.1 = .

o Here are plots of the rectangles for these Riemann sums against the graph of y = f(z):
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o In a similar way we can compute the Riemann sums with 10 subintervals: in this case Az = wa =04,
and the subintervals are [0,0.4], [0.4,0.8], [0.8,1.2], ... , [3.6,4].
10

o The left-endpoint Riemann sum is» _ f[0.4- (i — 1)] - 0.4 = 02-0.440.42-0.4+0.8%-04+---+3.62-0.4 =
=1
18.24
10
o The midpoint Riemann sum is » _ f(0.4- (i — 1/2)] - 0.4 =0.22-0.440.62-0.4+12-04+---+3.82.04 =
1=1
21.28].
10

o The right-endpoint Riemann sum is »  f[0.44]-0.4 = 0.4%-0.4+0.8% 0.4+ 1.22 .04+ - +4.0%- 0.4 =

=1
[2161)

o Here are plots of the rectangles for these Riemann sums against the graph of y = f(z):
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o We can see from the values that the Riemann sums with 10 rectangles give much better approximations
of the actual area under the curve than the Riemann sums with 4 rectangles do.

o We also observe that because the function f(z) = 2? is increasing, all of the left-endpoint rectangles lie
below the graph, and thus the left-endpoint Riemann sum is less than the total area under the curve.
Likewise, all of the right-endpoint rectangles lie above the graph, and thus the right-endpoint Riemann
sum is greater than the total area under the curve.

e Example: Find the left-endpoint, midpoint, and right-endpoint Riemann sums for f(z)
interval [7, 7] with 10 equal subintervals.

sin(z) on the

h—
o First, we have a = § and b = 7. If there are 10 subintervals, then Az = ma = ;—0, and the subintervals
themselves are 5, 5F], [55, 2], [, 55, ..., and [, 7).
10
o The left-endpoint Riemann sum is Z fE+Z(Gi—-1]- & =sin(Z) & +sin(PE) - & +sin(2F) - = +
i=1
e sin(BE) - I~ [ 1.076].
10
o The midpoint Riemann sum is Zf[g + 26— %) 55 =sin(3F) - 55 +sin(ZF) - L +sin(EF) - 55+
i=1
-+ sin(BE) - I~ [1.001 .
10
o The right-endpoint Riemann sum is »  f[ + 5(i)] - 35 = sin(45F) - 25 + sin(32F) - 35 +sin(357) - &5 +
i=1
-+ sin(m) - 55 ~|0.919 .
o Here are plots of the rectangles for these Riemann sums against the graph of y = f(z):
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o Based on the values we have computed, it seems like the area under the graph of y = sin(z) above the
z-axis on the interval for 7/2 < x < 7 is equal to 1. In fact, this is true, but in order to establish this
fact formally, we must first develop some more results about Riemann sums.



e For suffiently simple functions, we can evaluate certain Riemann sums exactly, for an arbitrary number of
equal subintervals.

e Example: Compute the left-endpoint and right-endpoint Riemann sums for f(x) = 22 on the interval [0, 1]
with n equal subintervals. By using the behavior as n — oo and the fact that f is increasing, show that the
region under y = 22 above the z-axis on [0, 1] has area 1/3.

b— 1

For this interval we have a = 0 and b = 1, and also Az = na = The intervals are [0, 1], [%,%],
[%7%]; ey [n;171]'

1 1 1 2 1 -1 1 024+124+4224+...4(n—-1)2
Then RSee (f) = 02 — + (2)2- — + ()2 = 4+ 4 (22)2. = = : (n—1)°

n ‘n’ n n n n n n

1,1 2.1 3.1 1 121924 ... 472
Also, RS, S (I)2. ()2 D (22 12D = ‘ )
50, RSy () = ()75 + (57 4 ()2 o122 -

e BEDEE+T)

By using the summation formula 12 4 22 + - .- , we can evaluate both sums.

6
—1)n(2n—-1)/6 1 1
Using the summation formula, we see that RSer(f) = (n = Dn@n —1)/ = - — — + —, while
(m+D@n+1)/6 1 1 1 " 3o ot
n(n + n +
RSright(f>— n3 —g‘f’%'i‘@

Now since f is increasing, the left-endpoint Riemann sum is less than the total area (since all of its
rectangles lie under the graph) while the right-endpoint Riemann sum is greater than the total area
(since all of its rectangles lie above the graph).
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e In principle, we could employ a similar procedure to compute the area under the graph of other continuous
functions (at least on intervals where the function is increasing, or where it is decreasing).

4.1.2

e}

However, even for a comparatively simple function like f(x) = 22, these explicit calculations are already
quite lengthy.

Instead, we will take a slightly different approach: we will instead define the integral of a continuous
function to be the limit of its Riemann sums over partitions with smaller and smaller rectangles.

By definition, the integral will give the value of the area under the graph of y = f(x), at least when f(x)
is positive.

We will then relate integrals to derivatives, and thereby obtain methods for calculating areas.

The Definite Integral

e We now give a precise definition for the integral of a continuous function f on an interval [a,b], which is a
formalization of the area under the graph:

o Definition: The function f(x) is Riemann-integrable on the interval [a, b] if there exists a value L such that,
for every € > 0, there exists a 6 > 0 (depending on €) such that for every tagged partition P* all of whose
subintervals have width less than 4, it is true that |RSp~(f) — L| < e.

o Essentially, what this definition means is: the function f(z) is integrable if L is the “limiting value” of

the Riemann sums of f as the size of the subintervals in the partition becomes small.

o Like the formal definition of the limit of a function, it takes a great deal of time and effort to become

comfortable with this definition?!.

n fact, most modern analytic treatments of integration typically use a slightly different formulation of integrability: instead of
using Riemann sums, it is more technically convenient to use what are called “upper” and “lower” sums, which leads to what is called
the Darboux integral, rather than the Riemann integral. However, the Darboux integral can be shown to be the same as the Riemann
integral (in that the class of functions that can be integrated is the same, and the resulting integrals always have the same value). In
treatments of elementary calculus, most authors nevertheless use Riemann sums, since they have an older history.



o Definition: If f(z) is Riemann-integrable on [a,b], we define the definite integral of f on [a,b], denoted
fab f(x) dz, to be the limiting value L of the Riemann sums for f.

o Example: Our analysis of f(x) = 2% on [0,1] shows that x? is integrable on this interval, and that

1

fol 22 dr = 3

o Notation: All of the parts of the definite integral notation are needed when writing an integral. The

dz part labels the variable of integration (and behaves exactly as a differential), and f(x) indicates the

function being integrated. The values a and b are called the limits of integration, and specify the range
[a,b] on which the function is to be integrated.

n
o Observe the similarity between the notation Z f(z) Az for a Riemann sum, and the notation f: f(z)dx
i=1
for the definite integral. This similarity is deliberate: the idea of Leibniz (who developed the notation)
is that “in the limit” of Ax — 0, the term Az becomes the differential dz, and the sum becomes an
integral.

e A fundamental result is that every continuous function is Riemann-integrable:

e Theorem (Continuous Functions are Integrable): If f(x) is continuous on [a, b], then f(x) is Riemann-integrable
on [a,b].

o The proof is quite technical (so we will omit the lengthy details), but we can outline the basic idea:
first, one shows piecewise-constant functions are integrable. Next, one shows that on sufficiently small
intervals, a continuous function can be approximated closely by a piecewise-constant function. By taking
a sufficiently fine partition, it then follows that the corresponding Riemann sums for the two functions
must also be close together. Finally, by taking an appropriate limit, one may establish that continuous
functions are integrable.

e We will mention that there exist discontinuous functions that are also integrable, and also discontinuous
functions that are not integrable.

o An example of a discontinuous function that is integrable on the interval [0,1] is the “step function”
0 for0<z<1/2
fla) =
1 forl/2<z<1
[0,1] is 1/2.

o An example of a discontinuous function that is not integrable on the interval [0, 1] is the function g(z) =

. It is not hard to show that for this function f(z), its Riemann integral on

1 if z is a rational number
0 if z is irrational

o For any partition of [0, 1], no matter how small the intervals, if we choose all of the tagging points z} to
be rational numbers then the corresponding Riemann sum for g is 1, while if we choose all of the tagging
points =} to be irrational numbers then the corresponding Riemann sum for g is 0. This means that the
Riemann sums do not converge to a limit, and so ¢ is not integrable.

o Because there exist non-integrable discontinuous functions, we will focus from this point only on contin-
uous functions.

e Note that our geometric motivation for integration involved finding the area under the graph of a function
y = f(z), where we implicitly assumed that f(xz) > 0. However, the definition via Riemann sums does not
require that f(z) be nonnegative: it makes perfectly good sense for negative-valued functions as well.

o If we follow the definition through and evaluate Riemann sums for —f(x) where f(z) is positive, we
obtain —1 times the result for + f(x).

o So we can interpret the definite integral of a negative function as giving a negative area: that is, if we
interpret the area as being negative if f(x) < 0, the definite integral makes sense for all functions.



e As with limits and derivatives, it is much easier to work with integrals after we have proven some basic
results on manipulating them. Here are some properties of definite integrals which are more or less immediate
consequences of the Riemann sum definition:

e Proposition (Properties of Definite Integrals): Let a < b < ¢ be arbitrary constants, let C' be an arbitrary
constant, and let f(z) and g(z) be continuous functions. Then the following properties hold:

1. Integral of constant: f; Cdex=C-(b—a).

Integral of constant multiple: ff C-f(z)dz=C- f f(x)d

Integral of sum: ff f(x)dr + ffg(a:) dr = f [f(z) + g(x)] do

Integral of difference: f; f(z)dx — fabg(as) dx = fa [f(z) — g(x)] dz.

Nonnegativity: If f(z) > 0, then f: f(z)dx > 0.

Integral of inequality: If f(z) < g(z) for all z in [a b], then f: flx)dz < f:g(x) dx
Union of intervals: fbf dr+ [ f(z)de =[] f(z

Backwards interval: [* f(z)dx = — f f(z) dx. In particular, [ f(z)dz = 0.

o Proof: Properties (1)—( ) and (7) follow from algebraic manipulations of Riemann sums: for example,
(3) follows by observing that the Riemann sum for f + g is the sum of a Riemann sum for f with a
Riemann sum for g.

© N o ok WD

o Property (5) follows by observing that any Riemann sum for a nonnegative function is also nonneg-
ative.

o Property (6) follows by applying property (5) to the nonnegative function g(z) — f(z) > 0, and then
using property (4).

o The statements in property (8) are actually notational conventions (rather than actual facts to be
proven). They are chosen so that property (7) is true for any choice of a, b, ¢, regardless of order.

e By using these properties in tandem with some of the results we have already found using Riemann sums or
geometry, we can evaluate a small number of integrals.

1
o Using geometry, we can see that for a > 0, we have foaacdx = §a2, since the corresponding area is a

right triangle with base and height both equal to a.

1

o We also showed that fol 22 dr = 3
1, o 1 9 1 1 1 1 13
o So, for example, we can find [ (z* 4 2z 4 3)de = [, 2*dz + 2 [ v dx + [, 3dx:§+2-§—|—3= 3

using the various properties listed above.

e For integrals that we cannot evaluate, we can in some cases give upper and lower bounds using the properties
of inequalities.

o Example: Because 0 < sin(z) < 1 for 0 < z < m, the integral foﬂ V/sin(z) dz is between foﬂ 0dx =0 and
fow 1dx = .

4.2 The Fundamental Theorem of Calculus

e We would now like to extend our ability to evaluate integrals directly, without resorting to cumbersome
Riemann sum calculations.

o To do this, we will establish a fundamental relation between differentiation and integration, namely that
they are essentially inverse to one another.

o More explicitly, we will show that integrating the derivative of a continuous function, or differentiating
the integral of a continuous function, will (essentially) give back the original function.



4.2.1 Statement and Proof of the Fundamental Theorem of Calculus

e Our starting point is a simple inequality that follows from the observation that the integral of a nonnegative
function is always nonnegative:

e Theorem (Min-Max Inequality): If f(z) is a continuous function on [a, b], then (b—a)-ming, 4)(f) < fab fdt <
(b —a) - maxiq 4 (f)-

(e}

The notation ming,)(f) refers to the absolute minimum of f on the interval [a,b], while max,(f)
refers to the absolute maximum. These values are guaranteed to exist by the Extreme Value Theorem,
since f is continuous on a closed interval.

Proof: By definition of the minimum and maximum values, for any « in the interval [a, ], it is true that
min(f)p,p < f(z) < max(f)q,p-

Now we apply the “integration of an inequality” integral property (6) twice to see that f; ming, ) (f)dr <
fab f(x)dz < f; max(, p)(f)da.

Then since the first and last integrals are integrals of constants, evaluating them yields (b—a)-min, p)(f) <

f f(t)dt < (b— a) - max,p)(f), as claimed.

e Using this inequality, we can establish a version of the Mean Value Theorem for integrals:

e Theorem (Mean Value Theorem for Integrals) If f(x) is a continuous function on [a,b], then there exists
some c in (a, b) for which f(c) = —— f f(t)

The value

1
f; f(t)dt is called the average value (or mean value) of f on the interval [a, b]. Intuitively,
—a

the Mean Value Theorem says that there is a point in the interval where the function is equal to its average
value.

Proof: Dividing through by (b—a) everywhere in the Min-Max inequality gives min, y ( f
maxXiq, b (f)

Then since f is continuous, it attains its minimum and maximum values, and then by the Intermediate
Value Theorem it takes every value in between.

1
But the inequalities above say that the average value 2 fj f(t)dt is between the minimum and
—a

maximum, and therefore is one of the values attained.

e We can now establish both parts of the Fundamental Theorem of Calculus:

e Theorem (Fundamental Theorem of Calculus, Part 1): For any continuous function f on [a, b], the function

= [ f(t)dt is continuous, differentiable, and has the property that F’(z) = f(z) on [a, b].

In other words, this result says that the function F'(x f f(t)dt is an antiderivative of f on the interval
[a, b].

Note that the integration variable is ¢t and not x: this is necessary because the limits of integration cannot
contain the variable of integration (an expression like [ f(x) dz does not make sense: when interpreted
literally, it would say to integrate the function f(x) from x = a to = x). Since we cannot use x for the
variable of integration, we replace it with a different variable ¢ instead.

Proof: To show that F'(z) = f(z), we look at the difference quotient

x — x z+h z z+h
fiy ) PK)Z%%i[A ﬂﬂﬁ—[:ﬂﬂm]=g%ilé ﬂﬂﬁ}

lim

The quantity inside the limit is the mean value of f on the interval [z, z + h].

Applying the Mean Value Theorem for integrals shows that there exists a value ¢y, in (z, z + h) for which
1 z+h
= @) = fen.




F - F
o Then lim (z+h) (z)
h—0 h
points ¢, approach z as h — 0, since ¢y, is in the interval (z,z + h).

F(z+h) — F(x)

= }llinb f(cn), and this last limit is just f(z) because f is continuous and the
—

o Therefore lim

exists and is equal to f(z), so F is differentiable and F'(z) = f(z).

— h
Finally, since F' is differentiable, it is continuous.

e From our results on antiderivatives, we know that any two antiderivatives of a function defined on an interval
must differ by a constant.

o Therefore, if we are able to find an antiderivative of the function f(z) somehow, it must differ by a
constant from the function F(z) = [ f(t)dt.
o This key insight allows us to evaluate definite integrals, and is the second part of the Fundamental

Theorem of Calculus:

e Theorem (Fundamental Theorem of Calculus, Part 2): If F' is any antiderivative of the continuous function f
on the interval [a, b], then fab ft)ydt = F(b) — F(a).
o Proof: By the first part of the Fundamental Theorem of Calculus, we know that G(z) = [ f(t)dt is an
antiderivative of f, since G'(z) = f(z).

o But we have also shown that any two antiderivatives of a function on an interval differ by a constant:
therefore, G(z) = F(x) + C for some constant C.

o We also can see easily that G(a) = [ f(t)dt = 0 and that G(b) = f; f()dt.
o Hence fab f®)dt = G(b) — G(a) = [F(b) + C] — [F(a) + C] = F(b) — F(a), as desired.

4.2.2 Evaluating Definite Integrals

e The content of the second part of the Fundamental Theorem of Calculus is that we can evaluate definite
integrals using antiderivatives, instead of using the complicated process of computing limits of Riemann sums.
o Specifically, if F'(z) is an antiderivative of f(x), then f: f(z)dz = F(z)[b_, = F(b) — F(a).

o The notation F(z)|%_, means to evaluate the function f “from 2 = a to b”, and is simply shorthand for
F(b) — F(a).

o Thus, in order to compute a definite integral fab f(t)dt, we need only find an antiderivative of f, and then
evaluate it at the endpoints a and b and subtract the results.

e Example: Evaluate fol 22 dz using the Fundamental Theorem of Calculus, and interpret the result as an area.

3 2

1
o As we can easily see, the function F(z) = 3% is an antiderivative of f(z) = z°.

o Therefore, by the Fundamental Theorem of Calculus, we have fol 2?2 dr = fol flx)dr = F(z)|i, =

=0

1
o This evaluation fol 22 dr = 3 corresponds to the area of the region underneath the graph of y = 22 above
the z-axis for 0 < x < 1.

o Remark: Note how much simpler this calculation was, in comparison to the very lengthy arguments using
Riemann sums we needed earlier to compute the area of this region!

e Example: Evaluate flw vz dz using the Fundamental Theorem of Calculus, and interpret the result as an
area.

3
o We wish to find an antiderivative of f(z) = \/z = #'/2. Since the derivative of z3/2 is §x1/2, we see the

2 2
derivative of §x3/2 is '/2, and so we may take F(x) = §m3/2.

10



2
o Then by the Fundamental Theorem of Calculus, we have f116 Vrdr = 3

42}

o This evaluation f116 Vx dx = 42 corresponds to the area of the region underneath the graph of y = \/x
above the z-axis for 1 < x < 16.

2 2
S8, = 216%/2 — 213/2 =
Pt =g 3

el .
e Example: Evaluate fl - dx using the Fundamental Theorem of Calculus.

1
o Observe that an antiderivative of f(x) = - is F(z) = In(x).

el
o Then by the Fundamental Theorem of Calculus, we have [; . de =1In(z)|~; =In(e) —In(1) = .

e Example: Evaluate ff 2% dz.

o Since the derivative of 2% is 2” In(2), we see that an antiderivative of 2% In(2) is 2*.
o Since we want the antiderivative of f(z) = 2% itself, we can just divide by In(2) to see that an antideriva-

2.’1}
tive is F(z) = @)

2 42 2
In(2) "“=! 7 In(2) In(2) In(2) |

o Then by the Fundamental Theorem of Calculus, we have || 12 2% dx =

e Example: Evaluate foﬂ/4 [4sin(z) — 2 cos(z)] dx.

o Since an antiderivative of sin(z) is — cos(x), and an antiderivative of cos(x) is sin(z), we can see that an
antiderivative of f(z) = 4sin(x) — 2cos(z) is F'(z) = —4 cos(z) — 2sin(z).

o Then by the Fundamental Theorem of Calculus, we have

/4 4
/0 [dsin(z) — 2cos(z)]de = [—4cos(z) — 2sin(z)] Zio
V2 V2
= [4-%5 -2 - [-4-1-2-0]

= |4-3v2|

4.2.3 Indefinite Integrals

o In evaluating integrals via the Fundamental Theorem of Calculus, we need to compute general antiderivatives.
We refer to such antiderivatives as “indefinite integrals”, since they essentially tell us the value of the integral
of a function on an unspecified interval:

e Definition: The indefinite integral of f(z) with respect to z, denoted [ f(z)dz, is the set of all antiderivatives
of f(x).

o By our results on antiderivatives, if f is defined on the interval I and F(z) is one antiderivative of f on
I, then any other antiderivative of f is of the form F(z) 4+ C for some arbitrary constant C.

o We traditionally write +C' at the end of an indefinite integral to ensure that the arbitrary constant is
not lost.

1 1
o Some examples are [xdz = 5962 +C, [2*dx = gxg +C,and [e"dr=e*+C.

o Extremely Important Note: When writing an indefinite integral, the +C must always be included!

e Computing indefinite integrals is in general very difficult: unlike with derivatives, there is no straightforward
procedure for computing antiderivatives of arbitrary functions.
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o In fact, it is known that there exist elementary functions which have no elementary antiderivative (a
function is “elementary” if it can be written in terms of polynomials, radicals, exponentials, logarithms,
and trigonometric and inverse trigonometric functions), meaning that there is no “nice” formula for the
antiderivative in terms of familiar functions.

1
o Some examples of simple functions with no elementary antiderivative are e‘”2, V1 — 24, sin(z?), n(z)’
n(x
¢
In(Inz), and m(:r).
x

e From the derivatives we have calculated, we can write a list of simple indefinite integrals:
mn-&-l

/33 dr n+1+C’ n #

/lda: = In(z)+C
x

/axda: I +C, a#1

In(a)
/sin(x) dr = —cos(z)+C
/cos(:c) dx = sin(z)+C
sec’(z)dx = tan(z)+C

/sec(x) tan(z)dz = sec(z)+C
/7ﬁ dr = sin"!(z)+C

1 -1

= sec '(z)+C

1
—_——dx
/ zvz? —1

1 1
o Remark: For the indefinite integral of —, there are many sources which write [ —dz = In|z| + C, with

absolute values. This has the advantage of being defined for negative values of x (which In(x) is not), but
the downside is that this formula may appear to give finite values for definite integrals that are actually
undefined. If one takes the viewpoint of defining logarithms of negative numbers as having non-real

1
values, then the two formulas [ = dz = In(z) + C and [ = dz = In|z| 4+ C actually are equivalent: the
x xr
minus sign gets absorbed into the constant of integration when z is negative. (Many computer algebra
1
systems declare that [ = dz = In(z) 4+ C for this reason.) We will take the convention of avoiding the
x

absolute values, but by using In(—z) + C for definite integrals where x is negative.

e Here are some other antiderivatives of basic functions that may be verified by differentiation:
/ln(:c) dr = zln(z)—z+C

tan(z)dr = —In(cos(x))+C

csc(x)dx = —lIn(cse(z) + cot(z)) + C

/
/sec(x) dz = In(sec(z) +tan(z)) + C
/
/

cot(x)dr = lIn(sin(x))+C

12



4.2.4 Evaluating Definite and Indefinite Integrals

e By using these basic antiderivatives along with our rules for combining them, we can evaluate a moderately
wide array of definite and indefinite integrals:

Example: Find [ (sin(z) + 2?) dz and [ (sin(z) + 2?) da.

1
o From the basic integrals we see [ (sin(z) + #?) dz =| — cos(z) + ggc?’ +C|

. 1 1
o Then [; (sin(z) + 2?) do = (— cos(x) + 3x3) T =124 §7T3 )

2 2 3
Example: Find/x * x\éi—i—ﬁd:c.
T

o We can distribute the fraction in the integrand, and then integrate each term separately.

2 2 3 1 3
o This yields / vt xxéf—&— Ve dr = [ +a2 2 4 x_8/3} dr =|In(z) + 222 — gx_5/3 +C|
x T

/4
Example: Find / [4cos(z) + 2 sec? (z)] da and / [4 cos(x) + 2sec®(z)] da.
0

o From the basic integrals we see / [4cos(z) + 2sec?(z)] dx = ’ 4sin(z) + 2tan(z) + C ‘

4 [ovaee]

w/4
o Then /0 [4cos(z) + 2sec?(z)] dx = [4sin(z) + 2tan(z)]

2
Example: Find [ (2% + 3% 4 4%)dx.
0

27 3 4

o From the basic integrals we see /(2”” + 3% +4%) dx = In(2) + In(3) " In(4) e
2 27 3® 4 3 8 15
Th 2% + 3% 4 4%) da = 2= .
o then /0 (2% 437 +4%) da [111(2) e T @] = T e T e T e

_ cog2 .
Example: Find / 1 = cos (“f)(tbln(%)
n(x

S
o We can use trigonometric identities to simplify the integrand, and then integrate each term separately.
o This yields

1 — cos?(x) + sin(2z) B sin?(z) + 2sin(x) cos(x) .
/ sin(z) de = / sin(x) d

dx.

= /[Sin(x) + 2cos(z)|dz = ’ —cos(z) + 2sin(z) + C ‘

e Example: Find f://f tan(z) dz.

o From the basic integrals we have [ tan(z)dz = —1In(cos(z)) + C.

o Then f://f tan(z) dz = (—In(cos(2))) |72, = (~In(cos(r/3))) — (~ In(cos(r/4))) = |In(v2) = %111(2) .

e Example: Find f; dx.

o Note here that dz =1 - dx, sof28 dz is really just shorthand for f; lde =2 |§:2 = @
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V3/2 1
e Example: Find ——dx.

12 V1—a?

\/5/2 1 1
dz = sin~ (x) + C, we see / d = sin*(?) —sinl(3) =

o Sincef$ I il
V1—a22 1/2 1— 22 6|

4.2.5 Differentiating Integrals

e By the first part of the Fundamental Theorem of Calculus, we can compute derivatives of integrals. In
particular, by using integration, we can construct new functions.

e Example: The function erf(x) is defined via erf(z e~t" dt. Find the derivative of erf(z).

\f Jore
o To find the derivative, we can just use the Fundamental Theorem of Calculus: we have erf' (z) =

d | 2 .2 2 .
— =/ et dt] =| =e directly from the first part of the Fundamental Theorem.
R RVZ

NG

o Remark: This function is called the “error function” and shows up very often in statistics due to its
close connection to the “normal distribution”. It can be proven (though it is hard!) that there is no
way to write the error function erf(z) in terms of the elementary functions (i.e., as a sum, product,
or composition of any number of polynomials, exponentials, logarithms, and trigonometric or inverse
trigonometric functions of ). Thus, the description above as an integral is, in some sense, the “simplest
way” of describing the error function. So we have actually constructed a new function that we could not
have described without using integration.

o From our calculation of the derivative, we can see that this function is always increasing (since erf’(z) > 0

- 4z . .
for all z). From the second derivative erf” (z) = —Te_$2 we can see that erf is concave up for negative
™

2 and concave down for positive x.

e Example: If g(z) = ff sin(?) dt, find ¢'(x).

o The idea here is to rearrange g(x) into simpler pieces to which we can apply the Fundamental Theorem
of Calculus.

o Specifically, the Fundamental Theorem tells us how to find the derivative of the function h(z) defined

by h(z) = [ Slr;(t) dt: we have h/(x) = Sm(x).

2 qj
o Now, by integration properties, we can write g(z) = [ Smt( ) dt — [F Sm( ) dt = h(z?) — h(x).
o Now we can compute ¢'(z) using these observations along with the Chaln Rule. We obtain ¢'(z) =
d . 2 . 2 . 2 _ .
o’ [h(e?) — h(z)] = 20 W (22) — W (x) = 22 - smi;v ) sméx) _ sin(x )x sin(z) .

e Example: If J(z) = ffi In(1 + ') dt, find J'(z).
o By the Fundamental Theorem of Calculus, for F(x) = fg; In(1 + e*) dt, we have F’(z) = In(1 + €%).

o By integration properties, we have J(z) = [ 1n 1+e)dt— [, "In(l+€')dt = F(2?) — F(—a).

o Then, by the Chain Rule, we get J'(z) = F'(2?) -2z — F(—x) - (—1) =| 2z - In(1 + ezz) +In(l+e™™)|

Well, you’re at the end of my handout. Hope it was helpful.
Copyright notice: This material is copyright Evan Dummit, 2012-2019. You may not reproduce or distribute this
material without my express permission.
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