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Abstract

For a given number �eld K, this dissertation focuses on counting the number of extensions

L/K of a �xed degree, speci�ed Galois closure, and bounded discriminant.

We begin in Chapter 1 with a historical overview of counting number �elds by dis-

criminant and outline a number of prior results on this and related problems.

In Chapter 2, we prove an upper-bound asymptotic on the number NK,n(X;G) of

extensions L/K having the Galois group of the Galois closure of L/K isomorphic to G,

and such that the classical discriminant NmK/Q(DL/K) is at most X. We then give a

tabulation of explicit upper bounds for particular Galois groups.

In Chapter 3, we generalize the results of Chapter 2 to general representations by

introducing a new counting metric called the ρ-discriminant, and we then prove an

analogue of the counting theorem from Chapter 2 in this setting.

We conclude with a discussion of questions left open for future work.

The main techniques involved in establishing the results are from the geometry of

numbers, polynomial invariant theory, integral-point counting on schemes, and repre-

sentation theory of �nite groups.
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Chapter 1

Introduction and Background

1.1. Overview

Among the most fundamental objects of study in number theory are algebraic number

�elds and extensions of number �elds.

A very basic question is: how many number �elds (with some particular set of

properties) are there?

A fundamental invariant attached to a number �eld is its degree over Q, but there

are in�nitely many number �elds of any degree greater than 1: so if we wish to put

them in some kind of order, we must �lter them in a more careful manner. An invariant

that re�nes the degree is the Galois group of its Galois closure G = Gal(L̂/Q), which

encapsulates the structure of the action of Gal(Q̄/Q) on L and its sub�elds. However,

even if the Galois group G of this Galois closure is �xed, there may still be in�nitely

many possible number �elds L.

Another natural invariant attached to an extension L/Q is the discriminant DL,

which (roughly speaking) measures how complicated the extension is. For example, the

discriminant of the quadratic number �eld Q(
√
D) is either D or 4D (where D is or is

not, respectively, congruent to 1 modulo 4), which grows as D increases.

Over a century ago, Hermite [19] showed that the number of number �elds of a given
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degree whose (absolute) discriminant is less than X is �nite (see Section 1.3 for a brief

summary). Thus, ordering number �elds of a �xed degree (or �xed Galois closure) by

discriminant provides us with a variety of well-posed counting problems.

Our primary interest is in analyzing the asymptotics, as X → ∞, of the number of

extensions (of �xed degree and Galois closure) of discriminant less than X. As we discuss

further in Section 1.6, providing exact asymptotics is quite di�cult and has been carried

out in only a few cases; thus, our goal in the present work is to give upper bounds on

this quantity.

In the remainder of this introduction, we will brie�y outline some necessary prelim-

inaries regarding lattices and invariant theory, and then discuss a number of historical

results on counting number �elds ordered by discriminant.

In Chapter 2, we will prove a general theorem bounding from above the number of

extensions of a given degree, bounded discriminant, and speci�ed Galois closure. (We

note in particular that the result is better than any previously known, for almost all

Galois groups.) We then tabulate a number of corollaries and detailed examples.

In Chapter 3, we will consider other counting metrics aside from the standard dis-

criminant DL and introduce a new metric attached to a faithful representation ρ : G→
GLd(K) called the ρ-discriminant. We will then generalize the counting theorem and

results from Chapter 2 into this setting.

We close with a discussion of a number of related open problems.
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1.2. Notation and Background

To introduce some notation, let K be a number �eld and L/K be an extension of degree

n. We will let OL and OK be the rings of integers, and DL and DK be the absolute

discriminants of L and K respectively, and DL/K be the relative discriminant ideal in OK.

We also take NmK/Q to be the absolute norm on ideals or elements (as appropriate).

We will employ the standard notations f(X) ∼ g(X) to mean lim
X→∞

g(X)

f(X)
= 1, and

f(X) � g(X) to mean that f(x) < cg(X) for some constant c > 0 and X su�ciently

large (where c may depend on other parameters such as n and ε that will be clear

from the context). The group G will also always refer to a �nite subgroup of Sn (unless

otherwise speci�ed).

De�nition 1.1. For a �xed K and n, we de�ne NK,n(X) to be the number of number �elds

L (up to K-isomorphism) with extension degree [L : K] = n and absolute discriminant

norm NmK/Q(DL/K) < X.

A folk conjecture, sometimes attributed to Linnik, says that

NK,n(X) ∼ CK,nX (1.2.1)

for �xed n and as X → ∞, for some positive constant CK,n depending on K and n.

Even for the base �eld K = Q, the best known results for large n are far away from this

conjectured result. Only in some low-degree cases (n ≤ 5) is this conjecture proven:

for general K, the case n = 2 is an exercise in Kummer theory, and the case n = 3 for

K = Q is due to Davenport and Heilbronn [13], and Datskovsky and Wright [12] for

general K. For K = Q, the results for n = 4 and n = 5 are known and due to Bhargava

and Kable-Yukie [3, 41, 5, 21], and in principle these results should extend to general
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base �elds.

The best upper bound for general n was established by Ellenberg and Venkatesh in

2006 [18]. For su�ciently large n (roughly on the order of n = 20), their results improve

on the only previous result for general n, due to Schmidt [33].

We may re�ne this counting problem by restricting our attention to extensions whose

Galois closure L̂/K is isomorphic to a particular �nite permutation group G.

De�nition 1.2. For �xed K and n, and a transitive permutation group G ↪→ Sn with a

particular embedding into Sn, we de�ne NK,n(X;G) to be the number of number �elds L

(up to K-isomorphism) such that

1. The degree [L : K] = n,

2. The absolute norm of the relative discriminant NmK/Q(DL/K) is less than X, and

3. The action of the Galois group of the Galois closure of L/K on the complex embed-

dings of L is permutation-isomorphic to G.

For shorthand, we refer to extensions satisfying these conditions as G-extensions. We will

also frequently abuse terminology and refer to G as the �Galois group� of the extension

L/K, despite the fact that this extension is not typically Galois.

A series of conjectures of Malle [26, 27] give expected growth rates for NK,n(X;G)

depending on the group G. One such statement is as follows:

Conjecture 1.3. (Malle, weak form) For any number �eld K and any ε > 0,

cK(G)X
a(G) < NK,n(X;G) < X

a(G)+ε, (1.2.2)

where 0 < a(G) ≤ 1 is a computable constant depending on G (but not K) that is

contained in
{
1, 1

2
, 1
3
, 1
4
, . . .
}
, and cK(G) is a positive constant. Furthermore, if a(G) = 1

then the upper bound can be replaced by c ′K X for some (other) positive constant c ′K.
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For example, Malle's conjecture says that for the Klein 4-group V4 = C2 × C2 (em-

bedded in S4), and any ε > 0, then for su�ciently large X,

cX1/2 < NQ,n(X;V4) < dεX
1/2+ε

for some constants c and dε. (In fact, much more is known about the growth of

NQ,n(X;V4): see Theorem 1.12.)

There are various stronger versions of this conjecture; see the the discussion in 1.6.1

for more detail. We also remark that similar counting asymptotics are expected to hold

for arbitrary global �elds (not just number �elds).

If true, Malle's conjecture, even when we restrict to this weak form and only consider

extensions of Q, would (for example) imply that every �nite group is a Galois group over

Q � as such, it is considered to be completely unattainable with current methods.

As we discuss in more detail in Section 1.6, an upper bound at least as strong as

the weak form of Malle's conjecture 1.2.2 is known to hold in the following cases over

general number �elds K:

1. For any abelian group [39], with the asymptotic constants (in principle).

2. For any nilpotent group [25]. For a nilpotent group in its regular representation,

the lower bound is also known.

3. For S3 [12, 13], with the speci�ed asymptotic constants. In fact, there is a second

main term, and the asymptotic constant is also known [6, 36].

4. For D4 and S4 (in principle over general K) [1, 3, 8]. The asymptotic constants are

also known.

5. For S5 (in principle over general K) [21, 5], as well as the asymptotic constant.

6. For degree-6 S3 extensions [7], as well as the asymptotic constant.
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7. Under mild restrictions, for wreath products of the form C2 oH where H is nilpotent

[24].

Note that the results in degree 4 provide a stark contrast for the situation with counting

polynomials by the maximum height of their coe�cients: if we let ai for 1 ≤ i ≤ n be

indeterminates, then the polynomial p(x) = xn+an−1x
n−1+· · ·+a0 ∈ K(a1, · · · , an) has

Galois group Sn over K(a1, . . . , an). Then Hilbert's Irreducibility Theorem implies that

almost all specializations (when ordered by the coe�cient height) of this polynomial still

have Galois group Sn.

However, the results of Cohen et al. collectively show that, when ordered by discrim-

inant, a positive proportion (roughly 17%) of extensions of degree 4 have an associated

Galois group isomorphic to the dihedral group D4: the di�erence is entirely caused by

ordering the �elds by discriminant. Malle's conjectures, moreover, indicate that the

non-Sn extensions should have a positive density for any composite n, but should have

zero density for prime n, though this is not known to be true for any n > 5. (For more

detail, see the discussion in Section 1.6.1.)

1.3. Lattices and Minkowski's Theorems

In this section we brie�y discuss the classical theory of lattices and Minkowski's Theo-

rems in number theory. The discussion of this material is primarily adapted from Siegel

[35], Neukirch [30], and Narkiewicz [29].

A lattice Γ in Rn is a discrete subgroup of Rn; equivalently, Γ = Zv1 + · · ·+ Zvm for

some linearly independent vectors v1, · · · , vm. We will primarily be interested in lattices

of the maximal rank n � in such a case, we say that the fundamental domain of this
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lattice is the set Φ = {x1v1 + · · ·+ xnvn : 0 ≤ xi < 1}. By basic linear algebra, we have

covol(Γ) = vol(Φ) = det(A), where A is the base-change matrix from the standard basis

of Rn to v1, · · · , vn.

We take for granted the following theorem of Minkowski, whose proof is nothing

more than a geometric version of the pigeonhole principle:

Theorem 1.4. (Minkowski's First Theorem) If Γ is a lattice of rank n in Rn and X is a

centrally symmetric, convex set such that vol(X) > 2ncovol(Γ), then X contains at least

one nonzero element of Γ .

Now let K be a number �eld of degree n over Q having r real embeddings ρ1, . . . , ρr :

K→ R and s complex embeddings σ1, σ̄1, . . . , σs, σ̄s (where r+ 2s = n). For α ∈ K, we

then de�ne the injective map ϕ : K→ Rn = Rr+2s by sending

α 7→ (
ρ1(α), . . . , ρr(α),

√
2Reσ1(α),

√
2 Imσ1(α), . . . ,

√
2Reσs(α),

√
2 Imσs(α)

)
.

We will note here that some authors choose to omit the factors of
√
2 (and thus, the

canonical measure on this space di�ers from the Lebesgue measure on Rn by a factor

of 2s). If ϕ ′ is the map that lacks the factors of the
√
2 on the complex-embedding

terms, then it is straightforward to see that ϕ ′ is the natural map embedding K into

K⊗ZR ∼= Rn. (In the main body of the thesis, these di�erences are essentially irrelevant.)

Since OK has an integral basis, we see that the image of the ring of integers OK under

ϕ is a lattice of rank n whose covolume is 2s |DK|
1/2 (this is merely a rewriting of the def-

inition of the discriminant). We refer to the image ϕ(OK) ⊂ Rn as the Minkowski lattice

of K.
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By considering the convex bounded set in Rn de�ned by the condition

r∑
i=1

|ρi(α)|+ 2

s∑
j=1

|σj(α)| ≤ t

for an appropriate t, and applying Minkowski's First Theorem to the lattice ϕ(M) for

any �nite-index module M in OK, we can deduce the following result often referred to

as the �Minkowski bound� [28]:

Theorem 1.5. (Minkowski) If M is a Z-module of �nite index in OK, then there is a

nonzero a ∈M such that

∣∣NmK/Q(a)
∣∣ ≤ [OK :M] ·

(
4

π

)s(
n!

nn

) ∣∣dK/Q∣∣1/2 .
A pleasant application of the Minkowski bound is to prove the �niteness of the class

group of K; however, this is not our goal here. If we apply the Minkowski bound to

M = OK, then since an element of OK has norm at least 1, Stirling's formula yields the

lower bound ∣∣dK/Q∣∣ ≥ (π
4

)2s(nn
n!

)
≥
(
11

12

)2(
πe2

4

)n
1

2πn
,

which is clearly increasing for positive integers n. By constructing appropriate convex

bounded sets in Rn (see Theorem 2.24 of [29]), one can show that for �xed r, s, n there

is an upper bound on the archimedean norms on a generator of such an extension. This

yields the following result of Hermite [19]:

Theorem 1.6. (Hermite) Up to isomorphism, only �nitely many number �elds have

any �xed discriminant D.

Hermite's Theorem demonstrates the well-posedness of all of the counting problems

discussed in the main body of the thesis. We now turn our attention to Minkowski's

Second Theorem, which requires a brief discussion of gauge functions.
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Recall that a convex body is an open, bounded, convex region in Rn. Given a convex

body B containing the origin, we de�ne its gauge function f : Rn → [0,∞) as follows:

1. If x ∈ ∂B then f(x) = 1.

2. For all scalars µ > 0 and x ∈ Rn, it is true that f(µx) = µ f(x).

An equivalent way of writing the second criterion is: for any nonzero x, draw the ray

from the origin to x. Since B is a convex body containing 0, this ray intersects ∂B exactly

once, at some point y. Then for the λ with x = λy, we set f(x) = λ. This also makes it

clear that f is well-de�ned. If f is even, then B is (clearly) symmetric about the origin.

For f an even gauge function on Rn, let B denote the convex body {x : f(x) < 1}

� which we call the convex body of f � and for λ > 0 let λB be the stretched set

{x : f(x) < λ}, which is just the region B scaled about the origin by a factor of λ.

If Λ is a rank-n lattice in Rn, then if we consider the intersection Λ∩λB as λ varies,

for small λ the intersection will only be the origin, and as λ increases we will start

including other points of Λ. This motivates the de�nition of the successive minima of

an even gauge function f, which are constructed as follows: µ1 is the minimum value of

f(x) over all nonzero x ∈ Λ. If µ1 is attained at the vector x1 then de�ne µ2 to be the

minimum value of f(x) over all x ∈ Λ linearly independent from x1. We continue in this

way, de�ning µk for 2 ≤ k ≤ n to be the minimum of f over the points in Λ linearly

independent from span(x1, · · · , xk−1).

We may now state Minkowski's Second Theorem:

Theorem 1.7. (Minkowski's Second Theorem) If µ1 ≤ µ2 ≤ · · · ≤ µn are the successive

minima of the even gauge function f on the lattice Λ, and V is the volume of the convex

body of f, then V · µ1µ2 · · ·µn ≤ 2n covol(Λ).
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The idea of the proof is to apply a transformation to the region B that makes the

successive minima all equal to one another, and then to invoke Minkowski's First The-

orem.

Our primary interest is, naturally, to apply this Theorem in the setting where the

lattice Λ is the image of the ring of integers of a number �eld. Roughly speaking, the

successive minima and Minkowski's Second Theorem in this setting provide us with

tools to analyze collections of elements in the extension K/Q, rather than only the single

element produced by Minkowski's First Theorem.

1.4. Invariant Theory

In this section we brie�y discuss some standard results in the theory of polynomial

invariants; we freely refer to results from this section in the main text. The following

discussion is condensed from Derksen-Kemper [15].

Let G be a �nite group and ρ : G→ GLn(C) be a (faithful) complex representation,

and let G act on C[x1, · · · , xn] via ρ. If f1, · · · , fn are algebraically independent, ho-

mogeneous elements of C[x1, · · · , xn] with the property that C[x1, · · · , xn]G, the ring of

G-invariant polynomials, is a �nitely-generated module over C[f1, · · · , fn], we say these

polynomials fi are a set of primary invariants for G. The Noether normalization lemma

implies that such polynomials exist; that there are n of them follows from comparing

transcendence degrees.

The primary invariants are not unique: one can (for example) take linear combina-

tions or powers of the fi and still retain the �nite-generation property. When we speak
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of primary invariants, we generally mean a set of primary invariants which are homoge-

neous and of minimal degree, and we will arrange them in nondecreasing order of degree.

However, all results discussed will hold for any set of primary invariants.

DenoteA = C[f1, · · · , fn], and R = C[x1, · · · , xn]G. The theorem of Hochster-Roberts

(see Theorem 2.5.5 of [15]) implies that R is a Cohen-Macaulay ring and, moreover, that

there exist homogeneous G-invariant polynomials g1, g2, · · · , gk with g1 = 1 such that

R = A · g1 + · · · + A · gk. These polynomials gi are called secondary invariants of G

and will depend intrinsically on the choice of primary invariants, and are not uniquely

determined even for a �xed set of primary invariants.

Example 1.8. Let G = Sn and ρ be the regular representation of G (which acts by

index permutation on C[x1, · · · , xn]). It is easy to see that the elementary symmetric

polynomials are invariants under the action of G on C[x1, · · · , xn], and that they are

algebraically independent: thus, they form a set of primary invariants for G. In fact,

for any subgroup of Sn, the elementary symmetric polynomials form a set of (possibly

non-minimal-degree) primary invariants: hence, for any permutation representation ρ

of degree n, there exists a set of primary invariants of ρ such that deg(fi) ≤ i for each

1 ≤ i ≤ n.

Associated to any (usually G-invariant) graded submoduleM of C[x1, · · · , xn] is the

generating function H(M, t) =
∞∑
j=0

ajt
j, where aj = dimC(M

(j)), the vector space dimen-

sion of the degree-j polynomials inM. This generating function is called (variously) the

Hilbert series or the Molien series of M.

Example 1.9. For A = C[f1, · · · , fd], one has H(A, t) =

n∏
i=1

(1− tdeg(fi))−1 by the alge-

braic independence of the fi.
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For R = C[x1, · · · , xm]G, there is a formula, due to Molien, which says

H(R, t) =
1

|G|

∑
g∈G

1

det(I− tρ(g))
. (1.4.1)

(In fact the formula applies to any linear representation ρ : G → GL(V), over any

�eld of characteristic relatively prime to |G|.) By looking at the free resolution of R =

A · g1 + · · ·+A · gk arising from the secondary invariants in tandem with 1.4.1, we can

write

H(R, t) =
1

|G|

∑
g∈G

1

det(I− tρ(g))
=

∑k
j=1 t

deg(gi)∏n
i=1(1− t

deg(fi))
. (1.4.2)

By examining the Hilbert series identity 1.4.2 with su�cient care, one can deduce a

number of facts about the primary invariants: for example, the product of the degrees of

any set of primary invariants is divisible by |G|, and the quotient is equal to the number

of associated secondary invariants (cf. Proposition 3.3.5 of [15]). Also, the least common

multiple of the degrees of the primary invariants is divisible by the exponent of G.

For any particular representation ρ, one can compute the Hilbert series as a rational

function using Molien's formula, and then factor the denominator to generate possibili-

ties for the degrees for the primary invariants. One might hope that this will immediately

give the degrees of the primary invariants, but this isn't the case: for general linear rep-

resentations (or even permutation representations), the minimal degrees possible from

the Hilbert series will not always give the degrees of an actual set of primary invariants.

The computer algebra system MAGMA computes minimal primary invariants by

using Molien's formula to generate possible degree vectors for the primary invariants,
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then generates independent ρ-invariant polynomials of those degrees, and �nally ap-

plies a Hilbert-driven Buchberger algorithm to verify that the resulting ideal is zero-

dimensional. For a number of reasons, most algorithms for primary invariant computa-

tion in general settings generally seek to minimize the product of the invariant degrees

rather than their sum. In general, we would also not expect there to be a way to com-

pute the degrees of a set of primary invariants without essentially having to compute

the invariants themselves; see the discussion following Algorithm 3.3.4 of [15] for further

details.

1.5. Goals

The overarching goal of this thesis is to generalize the results of Schmidt and Ellenberg-

Venkatesh to arbitrary G-extensions. The central theorem of Chapter 2, generalizing

Example 2.7 of [18], is the following:

Theorem 2.4. Let n ≥ 2, let K be any number �eld, and let G be a proper transitive

subgroup of Sn. Also, let t be such that if G ′ is the intersection of any point stabilizer

in Sn with G, then any subgroup of G properly containing G ′ has index at least t. Then

for any ε > 0,

NK,n(X;G)� X
1

2(n−t)

[∑n−1
i=1 deg(fi+1)−

1
[K:Q]

]
+ε
,

where the fi for 1 ≤ i ≤ n are a set of primary invariants for G, whose degrees (in

particular) satisfy deg(fi) ≤ i.

One way of reinterpreting Theorem 2.4 is to view it as a result about permutation

representations of groups. The invariant theory involved in the proof carries over to
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general representations ρ, and so one could ask: is there a way to construct a lattice

attached to an arbitrary faithful representation ρ? The central goal of Chapter 3 is to

show that the answer to this question is �yes�, to construct a new counting function

NK,n(X; ρ) associated to ρ, and then to prove the following theorem:

Theorem 3.10. Let K be any number �eld, G be a �nite group of order n, and ρ : G→
GLd(OK) be a faithful d-dimensional representation of G on OK. Also de�ne t(ρ) to be

the smallest positive integer such that for any nontrivial subgroup H of G, (Od
K)
ρ(H) has

rank ≤ t(ρ) as an OK-module. Then

NK,n(X; ρ)� X
1

2(d−t(ρ)) [
∑d

i=1 deg(fi)],

where the fi for 1 ≤ i ≤ d are a set of primary invariants for ρ. Furthermore,

if ρ has a nontrivial secondary invariant, then we can replace the upper bound by

X
1

2(d−t(ρ))

[∑d
i=1 deg(fi)−

deg(f1)
2[K:Q]

]
+ε
.

Finally, in Chapter 4, we brie�y discuss a number of open problems that are related

to our results.

1.6. Detailed Outline of Prior Results

The goal of this section is to discuss in more detail the central results outlined in Section

1.2. Our intent is to contrast the methods and techniques with one another, and to put

the results of Chapters 2 and 3 in a historical context. Much of our treatment here is

drawn from the expository portions of the papers being discussed.
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1.6.1. Conjectural Results: Malle, Kluners

To state the full version of Malle's conjecture, we �rst need a few de�nitions.

For G a transitive subgroup acting on Ω = {1, 2, · · · , n}, and for g in G, de�ne the

index of an element

ind(g) = n− [number of orbits of g on Ω] ,

which is also equal to the sum of the lengths of all the cycles, minus the number of

cycles, in the cycle decomposition of g in Sn. Next we de�ne the index of G to be

ind(G) = min {ind(g) : 1 6= g ∈ G} .

We also set

a(G) = 1/ind(G).

Note that the index of a transposition is equal to 1, and (since an element with index 1

has n− 1 orbits) the transpositions are the only elements of index 1. Since Sn contains

transpositions, we see that a(Sn) = 1. If n is prime then it is a standard exercise that

the only transitive subgroup G containing a transposition is Sn itself. If n = d1d2 is

composite, then the subgroup G = Sd1 o Sd2 is a proper subgroup of Sn which contains a

transposition and hence has a(H) = 1. (We note in particular that the group S2 o S2 is

simply the dihedral group of order 8.)

Note that the absolute Galois group of K acts on the conjugacy classes of G via the

action on Q̄-characters of G. We de�ne the orbits (of that action) to be the �K-conjugacy

classes� of G. Since all elements in a K-conjugacy class have the same index, we de�ne

the index of a conjugacy class to be the index of any element in that class.

The strong form of Malle's conjecture is as follows:
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Conjecture 1.10. (Malle, strong form) There exists a constant c(k,G) > 0 such that

NK,n(X;G) ∼ c(K,G) · Xa(G) · log(X)b(K,G)−1,

where a(G) =
1

ind(G)
and b(K,G) = # {C : C a K-conjugacy class of minimal index ind(G)}.

Remark 1.11. We would expect by Linnik's conjecture 1.2.1 that for any group G, the

asymptotics should not exceed X1, and indeed it is not hard to see (cf. Lemma 2.2 of

[27]) that if a(G) = 1 then b(K,G) is also 1.

The strong form of Malle's conjecture holds for all abelian groups; this is a result

of Wright [39]. However, Klüners [22] has constructed a counterexample to the log(X)

part of the conjecture for the nonabelian group G = C3 oC2 of order 18 embedded in S6.

(Klüners also notes that this is not a unique example, and that all groups of the form

Cp oC2 yield counterexamples to Malle's conjecture as formulated above.) The ultimate

di�culty is the potential existence of an intermediate cyclotomic sub�eld inside the

extension: in this case, Q(ζ3) (or Q(ζp) in the general family).

There is a recent re�nement of the exponent of the log-term in Malle's conjecture

over function �elds, due to Turkelli [37], which appears to avoid all of the known coun-

terexamples. Turkelli's re�nement is motivated by counting points on components of

non-connected Hurwitz schemes. The question of counting points on connected Hurwitz

schemes was related to counting extensions of function �elds in a paper of Ellenberg-

Venkatesh [17], and their heuristics (subject to some assumptions) aligned with Malle's.

Turkelli extended their arguments to cover non-connected Hurwitz schemes, and the dif-

ference in the results compared to those of Ellenberg-Venkatesh suggested a modi�cation

to Malle's conjecture.
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1.6.2. Abelian, Solvable, and Nilpotent Extensions

The goal of this section is to brie�y discuss techniques for counting G-extensions in the

cases where G is solvable or nilpotent, using the simple case when n = 2 as a starting

point. This general type of approach is the one used by Wright [39] for general abelian

extensions, Baily [1] and Cohen et al. [8, 9] for degree-4 extensions, and Klüners-Malle

[25, 24] for nilpotent extensions and wreath products thereof. Our discussion primarily

follows the treatment in Cohen's paper [8].

In the sequel, whenever we write ζK(1), we intend this to mean the residue at s = 1.

If n = 2, the extension is trivially Galois with Galois group C2, and is of the form

L = K(
√
D) where D is a nonsquare element of OK. The fact that the growth rate of

NQ,2(X;C2) is on the order of X1 follows immediately, and it is only somewhat harder to

compute the constant on the �rst term, though obtaining a strong bound on the error

term is more di�cult. The result over a general number �eld K is

NK,2(X;C2) =
1

2r2
· ζK(1)
ζK(2)

· X+O(Xα),

where K has signature (r1, r2) and α < 1 can be given explicitly depending on [K : Q];

in particular α = 1/2 for K = Q is known, and by assuming the generalized Riemann

hypothesis this value can be lowered further. The answer over K = Q (where the

leading coe�cient is
1

ζ(2)
) can be obtained using a standard counting argument, since

the question reduces to counting squarefree integers.

At this point, it is worthwhile summarizing Cohen's argument for why class �eld

theory does not immediately give the answer in this case (which one might assume given

the purview of that subject): a direct application of class �eld theory does yield an exact
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formula

NK,2(X;C2) = −1+
∑

Nm(a)≤X

2rank2(Cl+a (K))MK

(
X

Nm(a)

)
, (1.6.1)

where Cl+a (K) denotes the narrow ray class group modulo a, rank2(·) denotes the 2-rank

of the given abelian group, and MK(n) is the number-�eld version of the summation

M(n) of the Möbius function. The derivation of this formula stems from the observation

that if a is the conductor of the quadratic extension L/K, then L is isomorphic to the

�xed �eld of a ray class �eld by an index-2 subgroup of the ray class group. Then one is

reduced to counting the number of possibilities for each of these objects, and subtracting

duplicates.

Although the formula 1.6.1 is completely explicit, and all of the quantities are e�ec-

tively computable, it is quite di�cult to use this formula for asymptotic estimation. As

is plain, in order to study the asymptotics as X→∞, one needs to know (i) information

about the 2-rank of narrow ray class groups, and (ii) information about the summatory

Möbius function. Although one can glean some information about the ray class groups,

it is harder to give a good bound on the growth rate of MK(n) � indeed, the statement

that the growth rate of MK(n) is on the order of X1/2 is equivalent to the Riemann

hypothesis! (Thus making it rather inadvisable as a starting point.)

The classical starting point for the Kummer theory / class �eld theory approach is

to introduce the Dirichlet series

ΦK,n(s;G) =
∑
L/K∼=G

[
NmK/Q(DL/K)

]−s
,

where the sum is over all G-extensions L/K of degree n. Then the goal is to study the

analytic continuation and poles of this function, and use a Tauberian theorem to extract

information about the growth rate of NK,n(X;G).
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Wright [39] applies this technique, and then invokes the conductor-discriminant re-

lation to convert the problem into one of analyzing a number of related L-series, which

is in turn converted to a local problem. The end result is that the asymptotic constant

of the leading term can be written as a sum of Euler products, although the actual

computation of the value requires a signi�cant additional e�ort.

Cohen et al. [8, 9] study carefully the case n = 2 and obtain an e�ciently computable

formula for ΦK,2(s;C2), which then allows them (after additional work) to analyze the

cases of degree-4 extensions L/K whose Galois closure is obtained as a tower of quadratic

extensions � namely, G = C4, V4, and D4. A similar, though less technical, method is

used in the earlier work of Baily [1], who counts the number of quadratic ray class

characters after building an A4-extension from a cubic extension. A typical example of

these results, given in Section 2.3 of [8], is as follows:

Theorem 1.12. (Cohen et al.) For a general base �eld K,

NK,4(X;V4) ∼ cK(V4)X
1/2 log2 X,

with

CK(V4) =
ζK(1)

3

48 · 4r2
∏
p

(
1+

3

Nm p

)(
1−

1

Nm p

)3
,

·
∏
p|2OK

1+
4

Nm p
+

2

Nm p2
+

1

Nm p3
−

(1− Nm p2)e(p) + (1+ 1/Nm p)2

Nm pe(p)+1

1+ 3/Nm p

where e(p) denotes the absolute rami�cation index of p above its corresponding prime in

Z.

Klüners-Malle [25] analyze nilpotent extensions in a similar way � namely, by showing

that all such extensions can be constructed by solving a central embedding problem and
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controlling the additional rami�cation that occurs. (In other words, by building larger

extensions from smaller ones and bounding the growth of the discriminant.) Klüners

[24] extends these results to wreath products of the form C2 o H where H is nilpotent

by combining the techniques of the prior results for degree-2 extensions and nilpotent

extensions (since an extension with Galois group C2 o H is obtained by a quadratic

extension of one of Galois group H), using the Dirichlet series approach.

1.6.3. Counting n-ic Rings: Extensions of Degree 3, 4, and 5

The goal of this section is to give a brief overview of the number-�eld counting techniques

that involve counting cubic, quartic, or quintic rings. This general type of approach is

the one used by Davenport-Heilbronn [13] for degree-3 S3 extensions, and Bhargava [3, 5]

for degree-4 S4 and degree-5 S5 extensions. These approaches typically deal with only

the base �eld K = Q, although they are expected to extend to general base �elds K �

this extension has been done by Datskovsky-Wright [12] in degree 3, by Yukie in degree

4, and by Kable-Yukie [21] in degree 5 (although in this last case, only a slightly weaker

result was obtained).

The starting point for counting degree-3 S3-extensions is the observation that the ring

of integers of such a �eld is a cubic ring (a commutative ring with 1 that is a free rank-3

Z-module) � and in fact is a maximal cubic ring (a cubic ring that is not contained in

any other cubic ring). The so-called Delone-Faddeev correspondence [14] relates cubic

rings to equivalence classes of binary cubic forms:

Theorem 1.13. (Delone-Faddeev) There is a natural bijection between the set of GL2(Z)-

equivalence classes of integral binary cubic forms and the set of isomorphism classes of
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cubic rings.

The bijection underlying this theorem, as related in an especially simple manner in

the paper of Bhargava-Shankar-Tsimerman [6], can be made entirely concrete: if 〈1,ω, θ〉

is an integral basis for the cubic ring R where wθ is chosen to be in Z (by an appropriate

change of variables), then specifying the multiplication in the ring is equivalent to giving

constants a, b, c, d, l,m,n ∈ Z such that

ωθ = n

ω2 = m− bω+ aθ

θ2 = l− dω+ cθ.

where the associativity of multiplication (e.g., (ωθ)θ = ω(θ2) and so forth) also �xes

n,m, l in terms of the free parameters a, b, c, d. Then the associated binary cubic form

is de�ned to be f(x, y) = ax3+bx2y+ cxy2+dy3. It is then essentially straightforward

to write down the inverse map sending a binary cubic form to a cubic ring, and to verify

that the possible changes of coordinates on each side correspond precisely with taking

cubic forms up to GL2(Z)-equivalence.

The association f↔ R has a number of extremely useful properties. For example, it

preserves the discriminant (where the natural de�nition of discriminant of a cubic ring

R is the determinant of the trace pairing tr(αβ) on R). Also, R is an integral domain if

and only if f is irreducible (over Q).

So, in order to count degree-3 S3-extensions of bounded discriminant, it is enough to

analyze maximal cubic rings of bounded discriminant. Now the observation to make is

that the question of whether a given cubic ring R is maximal is equivalent to whether

Rp = R⊗Zp is maximal for every prime p. As shown originally by Davenport-Heilbronn
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and simpli�ed by Bhargava-Shankar-Tsimerman, the question of local maximality turns

out to have a nice answer:

Theorem 1.14. (Davenport-Heilbronn) The cubic ring R(f) fails to be maximal at p if

and only if its associated cubic form f = ax3+bx2y+ cxy2+dy3 is either a multiple of

p, or there exists some GL2(Z) transformation such that a is a multiple of p2 and b is

a multiple of p.

The procedure for computing the desired count of degree-3 S3-extensions is now as

follows: �rst, count lattice points in the fundamental region for the action of GL2(Z)

bounded by |Disc(α)| < X, excluding the points corresponding to reducible rings. Then,

exclude the non-maximal orders via the local maximality conditions using a sieving

procedure.

Bhargava-Shankar-Tsimerman improve on this procedure in a number of ways to

show the existence of a second main term (the existence and form of which was origi-

nally conjectured by Roberts [31] following numerical and theoretical calculations). For

example, instead of counting points in a single fundamental domain, they average over

a range of fundamental domains. The second main term arises from the geometry of the

cusps of the fundamental regions, which they also analyze in a deeper way. They also

develop stronger sieving methods to preserve the second-order terms even after sieving

to incorporate the local maximality conditions. The overall result is the following:

Theorem 1.15. (Bhargava-Shankar-Tsimerman) The number of cubic �elds, up to iso-

morphism, is

NQ,3(X;S3) =
1

3ζ(3)
X+

4(1+
√
3)ζ(1/3)

5Γ(2/3)3ζ(5/3)
X5/6 +Oε(X

5/6−1/48+ε). (1.6.2)
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We also note here that the result 1.6.2, though with a di�erent error bound, was

obtained independently by Taniguchi-Thorne [36] using quite di�erent methods involving

Shintani zeta functions.

For degree-3 extensions of a general number �eld, the computation of the growth

rate and asymptotic constant is due to Datskovsky-Wright [12], and also relies on the

theory of Shintani zeta functions:

Theorem 1.16. (Datskovsky-Wright) For any number �eld K having r real embeddings

and 2s complex embeddings,

NK,3(X;S3) ∼
2r−s−1

3r+s−1
· ζK(1)
ζK(3)

· X,

where the notation ζK(1) means the residue at 1.

Bhargava's work giving the asymptotics of the counting functions for degree-4 [3] and

degree-5 [5] extensions of Q proceeds in the same general vein as the n = 3 case above,

except with a number of additional technical di�culties. The fundamental starting

point for quartic extensions is the elegant parametrization of quartic orders by the 12-

dimensional space of pairs of ternary quadratic forms modulo the action of GL2(Z) ×

SL3(Z) as detailed in [2]: then similar methods to those detailed above for obtaining

the second main term in the cubic case are needed to obtain the ultimate asymptotic

results. (Of course, this was not easily done!) The result is as follows:

Theorem 1.17. (Bhargava) The number of S4-quartic extensions satis�es

NQ,4(X;S4) ∼
5

24

∏
p

(1+ p−2 − p−3 − p−4) · X.

For quintic extensions, the starting point is the parametrization of isomorphism

classes of quintic orders by the 40-dimensional space of 4 alternating bilinear forms in



24

5 variables, modulo the action of GL4(Z) × SL5(Z), as detailed in [4]. As would be

expected, the cusps of this region are even more complicated than in the quartic case!

Theorem 1.18. (Bhargava) The number of S5-quintic extensions satis�es

NQ,4(X;S5) ∼
13

120

∏
p

(1+ p−2 − p−4 − p−5) · X.

Bhargava's proof also implies that when ordered by discriminant, a density of 100%

of quintic extensions have Galois closure S5. (In particular, this means the criterion

in [16] is, unfortunately, applicable to asymptotically 0% of all quintics ordered by

discriminant.)

The space of binary cubic forms analyzed in the cubic case, along with the spaces

analyzed by Bhargava for the quartic and quintic cases, are all examples of prehomo-

geneous vector spaces. (A prehomogeneous vector space is a pair (G,V) where G is a

reductive group and V is a linear representation of G such that GC has a Zariski-open

orbit on VC.) The collection of prehomogeneous vector spaces has been completely clas-

si�ed by Sato-Kimura [32], and a program to use prehomogeneous vector spaces to study

�eld-counting by analyzing (variants of) Shintani zeta functions was laid out by Wright-

Yukie [40]. As explained in the introduction to [3], although this program has met with

some success in establishing Malle's weak conjecture in degrees 4 and 5 [21, 41], it must

overcome the obstacle that arises because the corresponding Shintani zeta function also

includes terms from imprimitive extensions (which in degree 4 are quadratic extensions

of quadratic extensions). Such extensions far outnumber primitive extensions, and they

cause the zeta function to have higher-order poles which are di�cult to remove. The

approach of Bhargava avoids this problem by working with integral orbits rather than

rational orbits, which allows for discarding the undesirable points at the beginning rather
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than at the end.

We will note also that the fundamental use of prehomogeneous vector spaces suggests

that these methods will not extend to higher-degree extensions in general, since the

classi�cation of the prehomogeneous vector spaces does not appear to be compatible

with the structure of the ring of integers of a degree-n extension for n ≥ 6. (However,

it is possible that for particular Galois groups, these techniques may apply in higher

degrees.)

1.6.4. General-Degree Extensions

Our starting point for counting general extensions is the following theorem of Schmidt

[33]:

Theorem 1.19. (Schmidt) For all n and all base �elds K,

NK,n(X)� X(n+2)/4. (1.6.3)

The approach of Schmidt can be broadly interpreted as follows: if L/K is an extension

of degree n, �rst use Minkowski's Lattice Theorems to obtain an element α ∈ OL whose

archimedean norms are small (in terms of X). This gives bounds on the coe�cients

of the minimal polynomial of α; counting the number of possibilities for α yields the

upper bound on the number of possible extensions L/K. Some care is necessary in

the above argument: in fact, Schmidt actually counts chains of primitive extensions

K ⊂ L1 ⊂ · · · ⊂ Lt−1 ⊂ L where there are no additional intermediate sub�elds beyond

those listed.

Rather than giving a lengthier discussion of Schmidt's theorem here, we will defer

to the discussion in Chapter 2, because Proposition 2.1 contains a signi�cant portion of
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Schmidt's result, and Theorem 2.4 yields Schmidt's result as a corollary.

The best upper bound for general n was established by Ellenberg and Venkatesh [18]:

Theorem 1.20. (Ellenberg-Venkatesh) For all n > 2 and all base �elds K,

NK,n(X)� (XDn
KA

[K:Q]
n )exp(C

√
log n),

where An is a constant depending only on n and C is an absolute constant.

Although the constants are not explicitly computed in the paper, after some e�ort

one can show that for su�ciently large n (roughly on the order of n = 20), the result

becomes stronger than Schmidt's bound 1.6.3.

By taking logarithms, one may recast Theorem 1.20 as showing that

lim sup
X→∞

log NK,n(X)

log X
� nε.

For comparison, Schmidt's result 1.6.3 is that this limit is at most
n+ 2

4
, while Linnik's

conjecture 1.2.1 is that this limit is 1.

The approach of Ellenberg-Venkatesh, in brief, modi�es the technique of Schmidt

so that instead of counting the number of possibilities for a single element of OL, they

instead count linearly-independent r-tuples of elements of OL, where r is chosen at the

end so as to optimize the resulting bound. Then by using properties of the invariant

theory of products of symmetric groups, they rephrase the problem into one about

counting integral points on a scheme which is a generically-�nite cover of a�ne space.

On the invariant theory side, this corresponds to �nding the invariants of a direct

product of copies of the group G = Sn, instead of merely the invariants of G itself (which

are simply the symmetric polynomials). Furthermore, Ellenberg-Venkatesh do not take
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the full set of invariants; rather, they take a su�ciently large number of low-degree

invariants so as to ensure that an appropriate scheme map is generically �nite � the

main portion of their proof is a geometric lemma ensuring generic �niteness.

In more detail: Let L/K be an extension of degree n and whose relative discriminant

norm is less than X. Fix an algebraic closure K̄ of K and let σ1, · · · , σn be the embeddings

of L into K̄. Consider Anr = (An)r with coordinate functions xj,k, 1 ≤ j ≤ n, 1 ≤ k ≤ r,

and let Sn act on (An)r by index permutation in the �rst coordinate. The Sn-invariants

of this action are called the multisymmetric functions.

Example 1.21. If we take (A3)2 with coordinate functions x1, x2, x3 and y1, y2, y3, then the

action simply permutes the subscripts: thus (1 2) applied to x2+y1+y3 yields x1+y2+y3.

Some multisymmetric functions for this action are x1x2x3, (x1 + x2 + x3)(y1y2y3), and

x1y1 + x2y2 + x3y3.

De�ne the mapϕL : Or
L → K̄nr = Anr(K̄) via the r-fold direct sumϕL = (σ1 ⊕ · · · ⊕ σn)⊕r.

By obvious properties of algebraic integers, if f is a multisymmetric function with inte-

gral coe�cients, then the image of anything in Or
L under the composition f◦ϕL : Or

L → K̄

is actually an algebraic integer, hence it lies in OK. Therefore, if R = Z[f1, · · · , fs] is

a subring of the ring of multisymmetric functions, for some generators f1, · · · , fs, and

A = Spec(R), and L is any number �eld with [L : K] = n, then we get a map from

Or
L → A(OK).

The strategy is to examine this map carefully and to use its properties to establish

a bound on the number of L with [L : K] = n and NmK/Q(DL/K) < X. Explicitly: let

||x|| be the maximum of the archimedean absolute values of x, �x a positive real number

Y, and let B(Y) be the set of algebraic integers x in K̄ of degree n over K and with

||x|| < Y. Then there is a constant c such that ||fi(ϕL(α1, · · · , αr))|| < cYdeg(fi) provided
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that αi ∈ B(Y). (That such a c exists is clear: by the triangle inequality, it is bounded

above by the sum of the coe�cients of fi.)

Let A(OK)Y be the points P in A(OK) such that ||fi(P)|| < cY
deg(fi) for each i. For

any subset SY of B(Y)
r we have set maps

{
(L, α1, · · · , αr) : [L : K] = n, NmK/Q(DL/K) < X, (α1, · · · , αr) ∈ (OL)

r ∩ SY
} → A(OK)Y

↓{
L : [L : K] = n, dL/K < X

}
The goal is to bound the number of elements in the bottom set. The approach

now is to choose the polynomial generators of R, the bound Y, and the set SY to make

the vertical map surjective, and to make the horizontal map have �nite �bers whose

cardinality is bounded above by a computable constant. Then the cardinality of the

bottom set is at most the number of OK-points on A all of whose valuations are bounded

above by Y, times the size of the �bers of the horizontal map.
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Chapter 2

The Classical Discriminant

2.1. Overview

Recall that we have de�ned NK,n(X;G) to be the number of number �elds L (up to

K-isomorphism) such that

1. The degree [L : K] = n,

2. The absolute norm of the relative discriminant NmK/Q(DL/K) < X, and

3. The action of the Galois group of the Galois closure of L/K on the complex embed-

dings of L is permutation-isomorphic to G.

and that we refer to such extensions as G-extensions, and to G as the �Galois group� of

the extension L/K, despite the fact that this extension is not typically Galois.

The goal of this chapter is to prove the following theorem:

Theorem 2.4. Let n ≥ 2, let K be any number �eld, and let G be a proper transitive

subgroup of Sn. Then for any ε > 0,

NK,n(X;G)� X
1

2(n−1)

[∑n−1
i=1 deg(fi+1)−

1
[K:Q]

]
+ε
,

where the fi for 1 ≤ i ≤ n are a set of primary invariants for G, whose degrees (in

particular) satisfy deg(fi) ≤ i.



30

The proof appears in Section 2.2, and the remaining sections are devoted to tabulat-

ing and discussing a number of corollaries.

We believe it worthwhile to note here that for every primitive group covered by the

Theorem, the result is always strictly better than Schmidt's bound NK,n(X) � X(n+2)/4

[33], and the savings (see section 2.3) are often signi�cant.

Our proof follows the same general approach as that of Schmidt and generalizes

Example 2.7 from Ellenberg-Venkatesh [18], which gives a rough outline of the technique

for a single group. The technique is as follows:

1. Apply Minkowski's Theorems to obtain an algebraic integer generating L whose

archimedean valuations are small.

2. Use a counting argument to establish an upper bound on the number of such alge-

braic integers.

The goal of Proposition 2.1 is to accomplish (1). We modify the basic argument in

(2) by rephrasing the counting argument in scheme-theoretic language, and then invoke

the theory of polynomial invariants and the large sieve (see Lemma 2.2) to save in the

counting part.

2.2. Proof of Counting Theorem

Proposition 2.1. Let K be a number �eld of degree l over Q, and L/K an extension

of degree n such that NmK/Q(DL/K) < X, and such that any proper sub�eld K ′ of L

containing K has [K ′ : K] ≤ t. Then there exists an α ∈ OL with TrL/K(α) = 0, all of

whose archimedean valuations have absolute value � X
1

2l(n−t) , and such that L = K(α).

Proof. Recall that if L has r real embeddings ρ1, . . . , ρr and s complex embeddings
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σ1, σ̄1, . . . , σs, σ̄s (where r + 2s = nl), for α ∈ L we de�ne the �Minkowski map� ϕL :

L→ Rnl = Rr+2s sending

α 7→ (
ρ1(α), . . . , ρr(α),

√
2Reσ1(α),

√
2 Imσ1(α), . . . ,

√
2Reσs(α),

√
2 Imσs(α)

)
.

Also recall that the image ΛL = ϕL(OL) is the Minkowski lattice of rank nl in Rnl. (See

Section 1.3 for additional background and terminology.)

Let β1, · · · , βnl be the successive minima of the gauge function f(x1, · · · , xnl) =

max(x1, . . . , xnl) on ΛL, and denote f(ϕ(βi)) = ||βi|| for shorthand. (Note that ||βi||

is essentially just the maximum archimedean valuation of βi.) Minkowski's Second

Theorem says
nl∏
i=1

||βi||� |DL|
1/2
, (2.2.1)

where the implied constant depends only on nl.

Now since the βi are nondecreasing, for any k we may use the bound given by 2.2.1

to write

||βk||
nl+1−k ≤

nl∏
i=k

||βi|| ≤
nl∏
i=1

||βi||� D
1/2
L

whence

||βk||� D
1/2(nl+1−k)
L . (2.2.2)

For all k with 1 ≤ k ≤ t+ 1, 2.2.2 implies

||βk||� D
1/2l(n−t)
L � X1/2l(n−t). (2.2.3)

Now, by our assumption about intermediate sub�elds, we know that S = {β1, · · · , βt+1}

will generate L/K, since S spans a vector subspace of L of dimension greater than any

proper sub�eld. By a pigeonhole argument, we see that if sub(L/K) denotes the number

of sub�elds of L/K (which by Galois theory can be bounded above in terms of n only),
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there exists a linear combination α1 =
∑

S ciβi, with integral coe�cients bounded in

absolute value by sub(L/K) that generates L/K.

Since K is �xed, we may choose a basis B of OK and observe that S ′ = S∪B still has

the property that ||β|| � X1/2l(n−t) for every β ∈ S ′. (Indeed, for DL large, it is likely

that S already contains a basis of K.) If π is the projection of ϕ(〈S ′〉) onto the sublattice

of the Minkowski lattice generated by B, then α = lα1−π(α1) has trace zero, generates

L/K, and its archimedean norms satisfy

||α||� X1/2l(n−t). (2.2.4)

We also require a sieving lemma:

Lemma 2.2. Suppose Π : Z 7→ Ad(Q) is a �nite map of schemes of degree ≥ 2 and Z

is irreducible. Then, for any ε > 0, the number of integral points of Z whose images lie

in the box centered at 0 whose sides have lengths (Xa1 , Xa2 , · · · , Xad) is � X(
∑
ai)−

1
2
a1+ε,

where a1 ≤ a2 ≤ · · · ≤ ad are positive rational numbers.

Proof. First, by changing variables for X, we may assume that the ai are integers. Our

starting point is a multivariable version of Hilbert's Irreducibility Theorem due to S.D.

Cohen [10]: if X→ Pn is a morphism of degree ≥ 2, then the number of integral points

of An of height ≤ N which lift to X(Q) is � Nn−1/2+ε.

The side length of the box in that theorem is N, and the result gives a savings of

N1/2−ε on the box. The result is also stated for a box centered at 0, but the bound (with

a uniform constant) still holds even if we translate to center the box at an arbitrary

point.
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Now we tile our large box of side lengths (Xa1 , Xa2 , · · · , Xad) with square boxes each

of which has size (Xa1 , Xa1 , · · · , Xa1): each square box yields � Xda1−
1
2
a1+ε points of Z

having an image in that square box, and we require a total of X(
∑
ai)−da1 such square

boxes to cover the large box. The result is immediate.

Remark 2.3. Following page 6 of [34], the principle of Cohen's proof can be seen from

an example: consider the case z2 = f(x1, · · · , xn) where f ∈ Z[x1, · · · , xn] is squarefree.

The goal is to bound the number of points SN of xi ∈ Zn such that |xi| ≤ N and f(x)

is a square. Since z2 − f is absolutely irreducible mod p for almost all p, a theorem

of Lang-Weil says that the number of points on the variety mod p is pn + O(pn−1/2)

as p → ∞. Since z and −z give the same point, the reduction of SN modulo p has

� ( 1
2
+ ε)pn points. This excludes about half of the residue classes modulo p, and

allows for an application of the large sieve, yielding the result.

We can now prove our main theorem:

Theorem 2.4. Let n ≥ 2, let K be any number �eld, and let G be a proper transitive

subgroup of Sn. Also, let t be such that if G ′ is the intersection of a point stabilizer in

Sn with G, then any subgroup of G properly containing G ′ has index at least t. Then for

any ε > 0,

NK,n(X;G)� X
1

2(n−t)

[∑n−1
i=1 deg(fi+1)−

1
[K:Q]

]
+ε
, (2.2.5)

where the fi for 1 ≤ i ≤ n are a set of primary invariants for G, whose degrees (in

particular) satisfy deg(fi) ≤ i.

Remark 2.5. The condition about the point stabilizer is (by the Galois correspondence)

equivalent to the following: if L/K is a G-extension, then any �eld K ′ intermediate
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between K and L has [K ′ : K] ≤ t. (The criterion in the theorem statement is stated

the way it is in order to avoid any reference to L.) We note in particular that if G is a

primitive subgroup of Sn, then we can take t = 1.

Proof. Let G act on the polynomial ring C[x1, · · · , xn] by index permutation, and let

f1, · · · , fn be primary invariants (cf. Section 1.4) of G with associated secondary invari-

ants 1 = g1, g2, · · · , gk, each set arranged in order of nondecreasing degree. Observe

that because G is transitive, the only primary invariant of degree 1 is f1 = x1+ · · ·+ xn,

and that because G is proper, there is at least one secondary invariant besides g1 = 1.

Denote A = C[f1, · · · , fn] and R = C[x1, · · · , xn]G, and observe that R̄ = R/f1R is

an integral domain. Let S be the subring of R̄ generated by f̄2, · · · , f̄n and ḡ2, and let

Z = Spec(S). S is a domain (since R̄ is) so Z is irreducible.

The natural map C[f2, · · · , fn] → S induces a projection Π : Z → An−1, and the

map Π is �nite because R is a �nitely-generated A-module (whence R̄ is �nite over

C[f2, · · · , fn]). Finally, observe that ḡ2 6∈ C[f̄2, · · · , f̄n] (by de�nition, since R is not A),

and so Π has degree at least 2.

Now suppose L/K is an extension of number �elds with [K : Q] = l, [L : K] = n, such

that the Galois group of the Galois closure L̂/K is permutation-isomorphic to G, and

such that NmK/Q(DL/K) < X. As noted in Remark 2.5, the condition on the group G

implies that any �eld K ′ intermediate between K and L has [K ′ : K] ≤ t. By Proposition

2.1, there exists a nonzero element α ∈ OL of trace zero such that all archimedean

valuations of α are � X
1

2l(n−t) and with L = K(α). This element α gives rise to an

integral point x = (α(1), . . . , α(n)) ∈ Z, where the α(i) are the archimedean embeddings

of α. (Note that we are using the fact that x has trace zero to say that f1(x) = 0, so
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that x is actually well-de�ned on Z.)

We may then obtain an upper bound on the total possible number of �elds L by

bounding the number of possible x. But since Π is �nite, we may equivalently bound

the number of possibilities for Π(x).

Since Π is simply evaluation of the primary invariant polynomials fi on the point x,

the coordinates of Π(x) = (y2, · · · , yn) obey the bounds

|yi|� X
deg(fi)
2l(n−t) ,

for 2 ≤ i ≤ n, which forms a �box� B in An(K). By choosing an integral basis of OK,

this box becomes a box in Anl(Q) with the same bounds (up to �xed constants), each

occurring l times, and the image of Π(x) is integral. We now apply Lemma 2.2 to

see that the number of possible integral points x is � X
1

2(n−t)l

[
l
∑n−1

i=1 deg(fi+1)−
1
2
deg(f2)

]
+ε
.

Finally, since deg(f2) = 2 and each x gives rise to at most one distinct extension L/K,

we obtain

NK,n(X;G) ≤ #{integral x ∈ Z with Π(x) ∈ B}� X
1

2(n−t)

[∑n−1
i=1 deg(fi+1)−

1
l

]
+ε
,

which is precisely the desired result.

Remark 2.6. Note that we require the existence of a secondary invariant in order to apply

Lemma 2.2. Without a secondary invariant, we lose the power savings and instead obtain

the upper bound � X
1

2(n−t) [
∑n−1

i=1 deg(fi+1)]
. This will only occur when G = Sn, whose

primary invariants are the usual symmetric polynomials (with degrees 2, 3, · · · , n): it is

then easy to see that our upper bound is

X
1

2(n−1)
[
∑n−1

i=1 (i+1)]
= X

1
2(n−1)

[n(n+1)/2−1]
= X

n+2
4 ,
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which is precisely Schmidt's bound. Since the symmetric polynomials are a set of primary

invariants for any permutation group, we therefore see that for any primitive proper

transitive subgroup of Sn, our theorem always beats the bound of Schmidt (due to the

power-savings from the sieving, and the fact that t = 1). However, in practice for

most primitive groups G, the majority of the actual savings comes from the primary

invariants, whose degrees tend to be much smaller than the degrees of the symmetric

polynomials.

We would naturally expect the actual number of integral points to be lower than the

bound 2.2.5, per Malle's heuristics (cf. section 1.6.1). There are three ways in which we

lose accuracy:

1. The map associating an element x to an extension L/K is not injective: any extension

has many di�erent generators. Worse still, there is no uniform way to account for

this non-injectivity: an extension of small discriminant will have many generators of

small archimedean norm, and thus it will show up in the count much more frequently

than an extension of larger discriminant.

2. The simple techniques employed above for counting integral points on the scheme

Z give weaker bounds than could be hoped for. Most points in a�ne space are not

actually the image of an integral point on Z, but we do not expect that the sieving

lemma 2.2 is sharp: it is likely only extracting a small amount of the potential savings

that should be realizable.

3. If L/K has any intermediate extensions, the bound given in 2.1 is weaker than for a

primitive extension. The worst losses occur when L/K has a sub�eld of small index

(e.g., index 2), in which case the exponent obtained in 2.4 is nearly doubled.

One technique by which we could address the issues in (1) is that of Ellenberg-Venkatesh
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[18]: rather than counting the number of possibilities for the single element x of trace

zero and whose archimedean valuations are small, we could instead count the number

of possibilities for an r-tuple of elements (x1, · · · , xr), each of whose archimedean valu-

ations is small. This would provide a stronger way of separating extensions of di�ering

discriminants and reduce the amount of duplication in the counting (though it cannot

entirely erase duplicate counting).

In order to address the de�ciencies of (2), we would require the use of stronger point-

counting techniques. To do this, however, we would need to understand the geometry of

the scheme Z in a much deeper way. For particular groups G with low-degree permuta-

tion representations, this is (at least, theoretically) feasible, since the primary invariants

are explicitly computable � for an example, see the discussion in Section 2.4. However,

for large n (certainly, n > 15) this seems very unlikely to succeed, since the invariant

theory becomes extremely computationally demanding at roughly n = 10.

To deal with the de�ciencies of (3), it seems likely that a more direct analysis of the

possible extension towers using the techniques described in Section 1.6 for extensions of

small degree over general base �elds would yield signi�cant savings.

2.3. Tabulation of Results

In the following tables, we give the results of the invariant computations, performed

using the algebra system MAGMA, for all proper transitive subgroups of Sn for n =

5, 6, 7, 8, along with a small number of subgroups of S9 for which it was possible to �nish

the invariant computations within 2 days on a 4Ghz desktop computer with 1GB of

memory. We observe that for primitive transitive subgroups, the result of Theorem 2.4
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is signi�cantly better than Schmidt, although the results generally do not get close to

X1, let alone to the bounds in Malle's Conjecture 1.3. For imprimitive extensions, and

especially in even degree (where many extensions have an index-2 sub�eld), the results

are frequently worse than Schmidt's bound.

The labeling of the transitive subgroups is the standard one originally given by

Conway-Hulpke-McKay [11]. Sub�eld information was obtained from John Jones' page

on transitive group data [20], which also contains additional detailed information about

the transitive subgroups.

For brevity in the tables below, we quote the results of Theorem 2.4 only for the base

�eld K = Q, and we write the results as X# rather than X#+ε (including the bounds

conjectured by Malle). The upper bound over a general base �eld K of degree l over Q

is (for an entry of X#) equal to X#+1−
1
l
+ε. Rows marked with an asterisk are groups for

which Malle's weak conjecture is known to hold. For subgroups of S5, we compare the

results to the bound of Bhargava; for other symmetric groups, we compare our results

to that of Schmidt.

We also remark that for dihedral groups, there are easy bounds available from class

�eld theory that are far better than Schmidt's bound.

Proper transitive subgroups of S5

# Order Isom. to Sub�eld? Invariant Degrees Result Malle Bhargava

5T1 5* C5 none 1,2,2,3,5 X11/8 X1/4 X1

5T2 10 D5 none 1,2,2,3,5 X11/8 X1/2 X1

5T3 20 F20 none 1,2,3,4,5 X13/8 X1/2 X1

5T4 60 A5 none 1,2,3,4,5 X13/8 X1/2 X1
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Proper transitive subgroups of S6

# Order Isom. to Sub�eld? Invariant Degrees Result Malle Schmidt

6T1 6* C6 Deg. 3 1,2,2,2,3,6 X7/3 X1/3 X2

6T2 6* S3 Deg. 3 1,2,2,2,3,3 X11/6 X1/3 X2

6T3 12 S3 × C2 Deg. 3 1,2,2,2,3,6 X7/3 X1/2 X2

6T4 12 A4 Deg. 3 1,2,2,3,3,4 X2 X1/2 X2

6T5 18 F18 Deg. 2 1,2,2,3,3,6 X7/4 X1/2 X2

6T6 24 A4 × C2 Deg. 3 1,2,2,3,4,6 X8/3 X1 X2

6T7 24 S4 Deg. 3 1,2,2,3,3,4 X13/6 X1/2 X2

6T8 24 S4 Deg. 3 1,2,2,3,4,6 X8/3 X1/2 X2

6T9 36 S3 × S3 Deg. 2 1,2,2,3,4,6 X2 X1/2 X2

6T10 36 F36 Deg. 2 1,2,3,3,4,6 X17/8 X1/2 X2

6T11 48 S4 × C2 Deg. 3 1,2,2,3,4,6 X8/3 X1 X2

6T12 60 A5 none 1,2,3,3,4,5 X8/5 X1/2 X2

6T13 72 F36 o C2 Deg. 2 1,2,2,3,4,6 X2 X1 X2

6T14 120 S5 none 1,2,3,4,5,6 X19/10 X1/2 X2

6T15 360 A6 none 1,2,3,4,5,6 X19/10 X1/2 X2
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Proper transitive subgroups of S7

# Ord Isom to Sub�eld? Invariant Degrees Result Malle Schmidt

7T1 7* C7 none 1,2,2,2,3,4,7 X19/12 X1/6 X9/4

7T2 14 D7 none 1,2,2,2,3,4,7 X19/12 X1/3 X9/4

7T3 21 F21 none 1,2,3,3,3,4,7 X7/4 X1/4 X9/4

7T4 42 F42 none 1,2,3,3,4,6,7 X2 X1/3 X9/4

7T5 168 PSL2(F7) none 1,2,3,3,4,4,7 X11/6 X1/2 X9/4

7T6 2520 A7 none 1,2,3,4,5,6,7 X13/6 X1/2 X9/4

Proper transitive subgroups 1-10 of S8

# Order Isom. to Sub�eld? Invariant Degrees Result Malle Schmidt

8T1 8* C8 Deg. 4 1,2,2,2,2,3,4,8 X11/4 X1/4 X5/2

8T2 8* C4 × C2 Deg. 4 1,2,2,2,2,2,4,4 X17/8 X1/4 X5/2

8T3 8* (C2)
3 Deg. 4 1,2,2,2,2,2,2,2 X13/8 X1/4 X5/2

8T4 8* D4 Deg. 4 1,2,2,2,2,2,4,4 X17/8 X1/4 X5/2

8T5 8* Q8 Deg. 4 1,2,2,2,2,4,4,4 X19/8 X1/4 X5/2

8T6 16* Deg. 4 1,2,2,2,2,3,4,8 X11/4 X1/3 X5/2

8T7 16* Deg. 4 1,2,2,2,3,4,4,8 X3 X1/2 X5/2

8T8 16* Deg. 4 1,2,2,2,3,4,4,8 X3 X1/3 X5/2

8T9 16* D4 o C2 Deg. 4 1,2,2,2,2,2,4,4 X17/8 X1/2 X5/2

8T10 16* Deg. 4 1,2,2,2,2,3,4,4 X9/4 X1/2 X5/2
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Proper transitive subgroups 11-30 of S8

# Order Isom. to Sub�eld? Invariant Degrees Result Malle Schmidt

8T11 16* Deg. 4 1,2,2,2,2,4,4,4 X19/8 X1/2 X5/2

8T12 24 SL2(F3) Deg. 4 1,2,2,3,3,4,4,6 X23/8 X1/4 X5/2

8T13 24 A4 × C2 Deg. 4 1,2,2,2,3,3,4,6 X21/8 X1/4 X5/2

8T14 24 S4 Deg. 4 1,2,2,2,3,4,4,6 X11/4 X1/4 X5/2

8T15 32* Deg. 4 1,2,2,2,3,4,4,8 X3 X1/2 X5/2

8T16 32* Deg. 4 1,2,2,2,3,4,4,8 X3 X1/2 X5/2

8T17 32* Deg. 4 1,2,2,2,3,4,4,8 X3 X1/2 X5/2

8T18 32* Deg. 4 1,2,2,2,2,3,4,4 X9/4 X1/2 X5/2

8T19 32* Deg. 4 1,2,2,2,3,4,4,4 X5/2 X1/2 X5/2

8T20 32* Deg. 4 1,2,2,2,3,4,4,4 X5/2 X1/2 X5/2

8T21 32* Deg. 4 1,2,2,2,2,4,4,4 X19/8 X1/2 X5/2

8T22 32* Deg. 4 1,2,2,2,2,4,4,4 X19/8 X1/2 X5/2

8T23 48 GL2(F3) Deg. 4 1,2,2,3,3,4,6,8 X27/8 X1/3 X5/2

8T24 48 S4 × C2 Deg. 4 1,2,2,2,3,4,4,6 X11/4 X1/2 X5/2

8T25 56 F56 none 1,2,3,4,4,4,4,7 X27/14 X1/4 X5/2

8T26 64* Deg. 4 1,2,2,2,3,4,4,8 X3 X1/2 X5/2

8T27 64* Deg. 4 1,2,2,2,3,4,4,8 X3 X1 X5/2

8T28 64* Deg. 4 1,2,2,2,3,4,4,8 X3 X1/2 X5/2

8T29 64* Deg. 4 1,2,2,2,3,4,4,4 X5/2 X1/2 X5/2

8T30 64* Deg. 4 1,2,2,2,3,4,4,8 X3 X1/2 X5/2
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Proper transitive subgroups 31-49 of S8

# Order Isom. to Sub�eld? Invariant Degrees Result Malle Schmidt

8T31 64* Deg. 4 1,2,2,2,2,4,4,4 X19/8 X1 X5/2

8T32 96 Deg. 4 1,2,2,3,3,4,4,6 X23/8 X1/2 X5/2

8T33 96 (C2)
2 o C6 Deg. 2 1,2,2,3,4,4,4,6 X2 X1/2 X5/2

8T34 96 (E4)
2 oD6 Deg. 2 1,2,2,3,4,4,4,6 X2 X1/2 X5/2

8T35 128* Deg. 4 1,2,2,2,3,4,4,8 X3 X1 X5/2

8T36 168 (C2)
3 o F21 none 1,2,3,4,4,5,6,7 X15/7 X1/4 X5/2

8T37 168 PSL2(F7) none 1,2,3,4,4,4,6,7 X29/14 X1/4 X5/2

8T38 192 Deg. 4 1,2,2,3,3,4,6,8 X27/8 X1 X5/2

8T39 192 Deg. 4 1,2,2,3,3,4,4,6 X23/8 X1/2 X5/2

8T40 192 Deg. 4 1,2,2,3,3,4,6,8 X27/8 X1/2 X5/2

8T41 192 (C2)
3 o S4 Deg. 2 1,2,2,3,4,4,4,6 X2 X1/2 X5/2

8T42 288 Deg. 2 1,2,2,3,4,4,6,6 X13/6 X1/2 X5/2

8T43 336 PGL2(F7) none 1,2,3,4,4,6,7,8 X33/14 X1/3 X5/2

8T44 384 Deg. 4 1,2,2,3,3,4,6,8 X27/8 X1 X5/2

8T45 2632 Deg. 2 1,2,2,3,4,4,6,8 X7/3 X1/2 X5/2

8T46 2632 Deg. 2 1,2,2,3,4,4,6,8 X7/3 X1/2 X5/2

8T47 2732 Deg. 2 1,2,2,3,4,4,6,8 X7/3 X1 X5/2

8T48 26317 AL(8) none 1,2,3,4,4,5,6,7 X15/7 X1/2 X5/2

8T49 8!/2 A8 none 1,2,3,4,5,6,7,8 X17/7 X1/2 X5/2
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Some transitive subgroups of S9

# Order Isom. to Sub�eld? Invariant Degrees Result Malle Schmidt

9T3 18 D9 Deg. 3 1,2,2,2,2,3,3,5,8 X13/6 X1/4 X11/4

9T4 18 S3 × C3 Deg. 3 1,2,2,2,3,3,3,3,6 X23/12 X1/3 X11/4

9T5 18* (C3)
2 o C2 Deg. 3 1,2,2,2,2,3,3,3,3 X19/12 X1/4 X11/4

9T8 36 S3 × S3 Deg. 3 1,2,2,2,3,3,3,4,6 X2 X1/3 X11/4

2.4. A Prototypical Example: PSL2(F7) in S7

In this section we give an explicit example of a primary invariant computation, for the

group G = PSL2(F7) ∼= GL3(F2), which is the simple group of order 168, and appears as

7T5 in the table above.

Corollary 2.7. For any ε > 0,

NQ,7(X;G)� X11/6+ε.

For comparison, Schmidt's bound (for general septic extensions) gives an upper

bound of X9/4, and the Ellenberg-Venkatesh bound is weaker.

Proof. LetG = 〈(1 2 3 4 5 6 7), (1 2)(3 6)〉; it is a primitive permutation group on {1, 2, 3, 4, 5, 6, 7}

whose action is conjugate to the action of PSL2(F7) on P1(F7). A computation with

MAGMA shows that primary invariants can be chosen as
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f1 = x1 + x2 + x3 + x4 + x5 + x6 + x7

f2 = x21 + x
2
2 + x

2
3 + x

2
4 + x

2
5 + x

2
6 + x

2
7

f3 = x31 + x
3
2 + x

3
3 + x

3
4 + x

3
5 + x

3
6 + x

3
7

f4 = x1x2x3 + x1x2x5 + x1x2x6 + x1x2x7 + x1x3x4 + x1x3x6 + x1x3x7 + x1x4x5

+x1x4x6 + x1x4x7 + x1x5x6 + x1x5x7 + x2x3x4 + x2x3x5 + x2x3x7 + x2x4x5

+x2x4x6 + x2x4x7 + x2x5x6 + x2x6x7 + x3x4x5 + x3x4x6 + x3x5x6 + x3x5x7

+x3x6x7 + x4x5x7 + x4x6x7 + x5x6x7

f5 = x41 + x
4
2 + x

4
3 + x

4
4 + x

4
5 + x

4
6 + x

4
7

f6 = x21x2x3 + x
2
1x2x5 + x

2
1x2x6 + x

2
1x2x7 + x

2
1x3x4 + x

2
1x3x6 + x

2
1x3x7 + x

2
1x4x5

+x21x4x6 + x
2
1x4x7 + x

2
1x5x6 + x

2
1x5x7 + x1x

2
2x3 + x1x

2
2x5 + x1x

2
2x6 + x1x

2
2x7

+x1x2x
2
3 + x1x2x

2
5 + x1x2x

2
6 + x1x2x

2
7 + x1x

2
3x4 + x1x

2
3x6 + x1x

2
3x7 + x1x3x

2
4

+x1x3x
2
6 + x1x3x

2
7 + x1x

2
4x5 + x1x

2
4x6 + x1x

2
4x7 + x1x4x

2
5 + x1x4x

2
6 + x1x4x

2
7

+x1x
2
5x6 + x1x

2
5x7 + x1x5x

2
6 + x1x5x

2
7 + x

2
2x3x4 + x

2
2x3x5 + x

2
2x3x7 + x

2
2x4x5

+x22x4x6 + x
2
2x4x7 + x

2
2x5x6 + x

2
2x6x7 + x2x

2
3x4 + x2x

2
3x5 + x2x

2
3x7 + x2x3x

2
4

+x2x3x
2
5 + x2x3x

2
7 + x2x

2
4x5 + x2x

2
4x6 + x2x

2
4x7 + x2x4x

2
5 + x2x4x

2
6 + x2x4x

2
7

+x2x
2
5x6 + x2x5x

2
6 + x2x

2
6x7 + x2x6x

2
7 + x

2
3x4x5 + x

2
3x4x6 + x

2
3x5x6 + x

2
3x5x7

+x23x6x7 + x3x
2
4x5 + x3x

2
4x6 + x3x4x

2
5 + x3x4x

2
6 + x3x

2
5x6 + x3x

2
5x7 + x3x5x

2
6

+x3x5x
2
7 + x3x

2
6x7 + x3x6x

2
7 + x

2
4x5x7 + x

2
4x6x7 + x4x

2
5x7 + x4x5x

2
7 + x4x

2
6x7

+x4x6x
2
7 + x

2
5x6x7 + x5x

2
6x7 + x5x6x

2
7

f7 = x71 + x
7
2 + x

7
3 + x

7
4 + x

7
5 + x

7
6 + x

7
7
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of degrees 1, 2, 3, 3, 4, 4, 7 respectively. Invoking Theorem 2.4 yields the stated bound.

(Note here that t = 1.)

We will note at this juncture that the group G = PSL2(F7) also appears as a transitive

subgroup of S8 (it is 8T37 in the tables from Section 2.3), but the upper bounds obtained

are di�erent: as a subgroup of S7 we obtain the bound X11/6+ε, while as a subgroup of

S8 we obtain X29/14+ε. This should not be surprising, as the �elds being counted are

di�erent: in the S7 case we are counting �elds of degree 7 whose Galois action on the 7

complex embeddings is that of G, whereas in the S8 case we are counting �elds of degree

8 whose Galois action on the 8 complex embeddings is that of G. Indeed, underscoring

this di�erence is the fact that Malle's conjecture gives di�erent predictions for these two

di�erent counting problems: the number of extensions in the S7 case is predicted to grow

as X1/2 (up to some log terms), while the number of extensions in the S8 case is predicted

to grow as X1/4 (up to some log terms).

However, this is not to say that these cases are unrelated: given a septic G-extension,

one can construct an octic G-extension with the same Galois closure, and vice versa.

Explicitly, given a septic G-extension, the �xed �eld of the normalizer of a Sylow-7

subgroup in G (which is a maximal subgroup of order 21 and unique up to conjugacy)

yields a unique (up to isomorphism) octic G-extension with the same Galois closure.

Conversely, given a octic G-extension, there exist two unique (up to isomorphism) septic

G-extensions with the same Galois closure (given by �xed �elds of the two conjugacy

classes of maximal subgroups of G of order 24).

We can, indeed, bound the discriminants ∆7 and ∆8 of the septic and octic extensions

in terms of powers of one another. For p 6= 2, 3, 7, the rami�cation at p is tame and
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the image (in G) of the inertia group at p is cyclic: say, generated by g ∈ G. Then the

exponent of p dividing ∆i for i = 7, 8 is then equal to the index (as de�ned in Section

1.6.1) of the element of Si to which g is sent under the corresponding permutation

representation. It is straightforward to see that the only cyclic subgroups of G are order

7, order 4, order 3, and order 2. If |g| = 7, then ρ7(g) and ρ8(g) are both 7-cycles (index

6). If |g| = 4, then ρ7(g) is a 2,4-cycle (index 4), and ρ8(g) is a 4,4-cycle (index 6). If

|g| = 3, then ρ7(g) and ρ8(g) are both 3,3-cycles (index 4). And if |g| = 2, then ρ7(g)

is a 2,2-cycle (index 2), and ρ8(g) is a 2,2,2,2-cycle (index 4). Hence, for each prime

p 6= 2, 3, 7, it is true that

1 ≤ vp(∆8)
vp(∆7)

≤ 2,

meaning that for some absolute positive constants c1 and c2 (arising from the potential

rami�cation at 2, 3, and 7, which is bounded), we have

c1∆7 ≤ ∆8 ≤ c2∆27.

So we see that in this case, Malle's conjecture is essentially saying that, for tamely

rami�ed primes p, the image of inertia at p in G has order 2, for most primes p in most

PSL2(F7)-extensions of Q.
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Chapter 3

The ρ-Discriminant and Applications

3.1. Overview

In Chapter 2, we used the theory of polynomial invariants to study counting asymptotics

for G-extensions. One way of reinterpreting Theorem 2.4 is to view it as a result about

permutation representations of groups. The goal of this chapter is to generalize Theorem

2.4 into a setting with arbitrary representations.

In Section 3.2, we motivate the construction of the global tuning submodule and give

the construction along with a few examples. We then introduce a new counting met-

ric, the ρ-discriminant, for counting (Galois) extensions, and a corresponding counting

function NK,n(X; ρ) with respect to this metric.

In Section 3.3, we prove the generalization of Theorem 2.4 to our new setting:

Theorem 3.10. Let K be any number �eld, G be a �nite group of order n, and ρ : G→
GLd(OK) be a faithful d-dimensional representation of G on OK. Also de�ne t(ρ) to be

the smallest positive integer such that for any nontrivial subgroup H of G, (Od
K)
ρ(H) has

rank ≤ t(ρ) as an OK-module. Then

NK,n(X; ρ)� X
1

2(d−t(ρ)) [
∑d

i=1 deg(fi)],

where the fi for 1 ≤ i ≤ d are a set of primary invariants for ρ. Furthermore,
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if ρ has a nontrivial secondary invariant, then we can replace the upper bound by

X
1

2(d−t(ρ))

[∑d
i=1 deg(fi)−

deg(f1)
2[K:Q]

]
+ε
.

Finally, we give a few examples in Section 3.4.

3.2. The Tuning Submodule and ρ-Discriminant

Let L̂/K be a degree-n Galois extension of number �elds with Galois group G, and let

the respective rings of integers be OL̂ and OK. Additionally, let ρ : G → GLd(OK) be a

faithful representation of G.

The proof of Theorem 2.4 can be interpreted as follows: �rst, we construct a generator

α of the extension L/K that has small archimedean valuations relative to the discriminant

of the extension. Then we compute the primary invariant polynomials f1, · · · , fn for the

permutation representation ρ : G→ Sn ↪→ GLn(Z), and we observe that fi(x) lies in K,

where x is the vector of archimedean embeddings of α (on which G acts through ρ and

through the Galois action). Next, we use the �niteness of a scheme map originating from

invariant theory to conclude that if we �x the values f1(x), . . . , fn(x), then there are only

a bounded number of possibilities for x. Finally, we count the number of possibilities

for these invariant values f1(x), . . . , fn(x), yielding an upper bound for the number of

possible x and in turn the number of possible α, hence (at last) bounding the number

of possible L.

We would like to adapt this technique to a setting with a general representation: so

suppose, now, that ρ is an arbitrary degree-d representation. The scheme map origi-

nating from invariant theory is still �nite, and everything following that point in the

argument still holds, provided we can construct some vector x ∈ O⊕d
L̂

with the property
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that fi(x) ∈ K for all of the primary invariants fi. By Galois theory, fi(x) ∈ K if and only

if g·fi(x) = fi(g·x) is in K, where g ∈ G is acting on x via the Galois action. If we demand

that g ·x = ρ(g)x, where we view ρ(g) as acting on x via the representation action, then

since fi is an invariant polynomial, we would have g·fi(x) = fi(g·x) = fi(ρ(g)x) = fi(x),

which is precisely the outcome we are seeking. (We also observe that in the case that

ρ is a permutation representation, the action of ρ on x is merely rearrangement of the

coordinates, and this is precisely the same action as in the proof of Theorem 2.4.)

We will now formalize this idea: there are two natural actions of G on the space

OL̂ ⊗OK
O⊕dK

∼= O⊕d
L̂
.

First, there is the action δ stemming from the Galois action of G on OL̂ (which acts on

the left side in the tensor product and diagonally on each copy of OL̂ in the direct sum):

thus,

δ : G→ AutOK
(OL̂)

⊕d. (3.2.1)

There is also the action τ obtained by acting in the right component of the tensor product

by ρ (which in the direct sum is equivalent to extending the representation ρ from its

action on OK to an action on OL̂): thus,

τ : G→ GLd(OK) ↪→ GLd(OL̂). (3.2.2)

The object we are interested in, per the argument above, is the subset of elements

where these actions agree:

De�nition 3.1. For a given Galois extension L̂/K with Galois group G and a faithful

representation ρ : G → GLd(OK), we de�ne the tuning submodule Ξρ to be the subset
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of elements of the space O⊕d
L̂

on which the two actions δ and τ from 3.2.1 and 3.2.2

coincide; namely,

Ξρ =
{
x ∈ O⊕d

L̂
: ∀g ∈ G, δ(g)(x) = τ(g)(x)

}
. (3.2.3)

Lemma 3.2. (Wood-Yasuda) The tuning submodule Ξρ is a torsion-free OK-module of

rank d.

Proof. Clearly, Ξρ is torsion-free. (In fact, it is also locally free.) To compute the rank,

consider Ξρ ⊗OK
L̂ ⊂

(
OL̂ ⊗OK

L̂⊕d
)
: the action of each g ∈ G is an isomorphism in the

second component, so Ξρ⊗OK
L̂ is the subset of elements of OL̂⊗OK

L̂⊕d for which the two

induced actions of G coincide. So Ξρ ⊗OK
L̂ =
{
τ(g)(x)g∈G : x ∈ L̂⊕d

}
∼= L̂⊕d, whence

the rank of Ξρ as an OK-module is d.

Our goal is to use the tuning submodule to construct a vector x = (α1, · · · , αd) ∈ O⊕d
L̂

whose archimedean valuations are small. We can embed O⊕d
L̂

into Rdnl via the direct

sum ϕL,d of d copies of the Minkowski map ϕL̂ : OL̂ → Rnl, and this allows us to view the

tuning submodule as a lattice; however, one source of di�culty is that ϕ(Ξρ) only has

rank dl as a Z-module. To remedy this, we instead work with the natural embedding ψ

of Ξρ into Rdl ∼= Ξρ ⊗Z R, in analogy to the interpretation of the Minkowski map ϕ ′
L̂
as

embedding OL̂ as a lattice inside OL̂ ⊗Z R (cf. Section 1.3).

De�nition 3.3. If L̂/K is a Galois extension with Galois group G, ρ : G → GLd(OK)

is a faithful representation of G, Ξρ is the tuning submodule attached to (ρ, L̂, K), and

ψ : Ξρ → Rdl ∼= Ξρ ⊗Z R is the natural embedding, we de�ne the ρ-discriminant D
(ρ)
L/K to

be

D
(ρ)

L̂/K
= covol(ψ(Ξρ))

2.
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Let us give a few concrete examples of tuning submodules and ρ-discriminants:

Example 3.4. Let K = Q and L̂ = Q(
√
D) for a squarefree D. Then G = Z/2Z, so

let ρ be the nontrivial 1-dimensional representation of G: then if g is the nonidentity

element of G, we see that for x = a + b
√
D ∈ OL̂, we have δ(g)(x) = a − b

√
D, and

τ(g)(x) = −x = −a − b
√
D, which are equal precisely when a = 0. Hence we see Ξρ =

Z
√
D, and it is clear that ψ(Ξρ) has covolume

√
|D| inside R. For this representation,

we then see that D
(ρ)

L̂/Q
= |D|. Since the discriminant DL̂ of this extension is D or 4D,

depending on whether D is or is not congruent to 1 modulo 4, respectively, we see that

the ρ-discriminant and classical discriminant behave similarly, but not identically, for

these extensions.

Example 3.5. Let K = Q and L̂ be an arbitrary Galois extension (of degree n) with

Galois group G, and take ρ to be the regular representation of G as a subgroup of Sn.

Then Ξρ is the set of n-tuples of elements of OL̂ such that the permutation action of G

agrees with the Galois action of G. Since G is transitive on the n coordinates, we see

that the tuning submodule Ξρ is precisely the set of n-tuples (α(1), · · · , α(n)) of Galois

orbits of elements α ∈ OL. When we apply the embedding ψ, we see that the lattice

ψ(Ξρ) is the Minkowski lattice (up to factors of
√
2 in the coordinates arising from the

complex embeddings), and has covolume 2s |DL|
1/2, where s is the number of complex

embeddings of L̂.

We note in particular that Example 3.5 shows that, up to a bounded constant, for a

regular representation ρ over Q, the ρ-discriminant is precisely the same as the classical

discriminant. Indeed, the same argument shows that this statement remains true for

general extensions L̂/K, provided we replace DL with the absolute discriminant norm
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NmK/Q(DL/K).

We can now form a counting function using the ρ-discriminant:

De�nition 3.6. We de�ne NK,n(X; ρ) to be the number of number �elds L̂ (up to K-

isomorphism) such that

1. The degree [L̂ : K] = n,

2. The Galois group Gal(L̂/K) = G, and ρ : G→ GLd(OK) is a faithful representation

of G, and

3. The ρ-discriminant D
(ρ)

L̂/K
is less than X.

It may initially appear that the ordering associated to NK,n(X; ρ) (which at �rst glance

only deals with Galois extensions) is counting a signi�cantly restricted collection of

�elds relative to the counting function NK,n(X;G) (which counts all G-extensions, not

necessarily Galois ones).

In fact, we expect that the result of Example 3.5 should hold for any permutation

representation ρ, not just the regular representation: if L/K is a G-extension of degree

n with Galois closure L̂/K, and ρ is the corresponding permutation representation, then

we believe that there exist positive constants c and c ′, depending only on the extension

degrees, such that

c ′NmK/Q(DL/K) < D
(ρ)

L̂/K
< cNmK/Q(DL/K).

In particular, the counting asymptotics NK,n(X;G) and NK,|G|(X; ρ) should have the

same growth rate in X. For non-permutation representations, we believe that the ρ-

discriminant yields a novel way to order extensions.

In general, we suspect that the ρ-discriminant, possibly up to some local factors at

primes dividing |G|, can be expressed in terms of the Artin conductor of ρ (composed
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with an appropriate map f : Gal(K̄/K)→ G). A local result along these lines was proven

by Wood-Yasuda [38]: their Theorem 3.7 shows that for the local analogue of the lattice

Λρ = OLΞρ, the covolume in the appropriate space is a power of the Artin conductor of

ρ, for a class of representations ρ including self-dual representations and permutation

representations. They also give an example in which their local weights do not agree

with the local weights of the Artin conductor, but it is possible that such examples may

be intrinsic to the modular representation case (which would not occur in the global

case). We would expect that a similar type of result should hold for our lattice ψ(Ξρ).

3.3. Proof of Counting Theorem

Our �rst goal is to construct an element β ∈ Ξρ such that the coe�cients of β generate

the extension L/K. In order to do this, we �rst need to construct the correct analogue of

the parameter t that appears in the statement of Theorem 2.4 (which here will account

for the possibility that the coe�cients of β may generate some intermediate sub�eld

over K, rather than all of L).

De�nition 3.7. Let ρ : G → GL(R) be a faithful representation, where R is a torsion-

free OK-module of rank d. De�ne t(ρ) to be the smallest positive integer such that for

any nontrivial subgroup H of G, Rρ(H) has rank ≤ t as an OK-module.

We collect a few necessary observations about the parameter t(ρ):

Lemma 3.8. If ρ : G → GL(R) is a faithful representation, where R is a torsion-free

OK-module of rank d, then t(ρ) is strictly less than d, and only depends on the rank d

and the representation ρ.
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Proof. Without loss of generality, we may extend ρ to GL(R⊗OK
K) ∼= GLd(K), thereby

assuming that R = Kd. Then if H is any nontrivial subgroup of G, ρ(H) is nontrivial

because ρ is faithful (by assumption), meaning that Rρ(H) is a proper linear subspace of

R: thus, its rank must be strictly less than the rank of R, which is d.

Proposition 3.9. Let K be a number �eld of degree l over Q, L̂/K be a Galois extension

of degree n with Galois group G, and ρ : G → GLd(OK) be a faithful representation

with t(ρ) as de�ned in 3.7. Let Ξρ be the associated tuning submodule, and assume

that D
(ρ)

L̂/K
< X. Then there exists a nonzero d-tuple (α1, . . . , αd) ∈ Ξρ, such that all

archimedean valuations of each of the αi for 1 ≤ i ≤ d are � X
1

2l(d−t(ρ)) , and such that

L = K(α1, . . . , αd).

The idea of the proof is the same as in Proposition 2.1, except with the lattice ψ(Ξρ)

in place of the Minkowski lattice. We also note again (for emphasis) that by Lemma

3.8, t(ρ) is strictly less than d, so everything is well-de�ned.

Proof. Let Λ = ψ(Ξρ) be the image of the tuning submodule Ξρ in Ξρ ⊗Z R ∼= Rdl,

and let β1, · · · , βdl be the successive minima of the gauge function f(x1, · · · , xdl) =

max(x1, . . . , xdl) on Λ. Set f(ψ(βi)) = ||βi|| for shorthand. Note that the elements βi lie

in O⊕d
L̂

and thus we can write βi = (αi,1, . . . , αi,d) for some αi,j ∈ OL̂. We also observe

that ||βi|| is (up to an absolute constant) equal to the maximum archimedean valuation

of αi,1, . . . , αi,d.

By the de�nition of the ρ-discriminant and Minkowski's Second Theorem, we have

dl∏
i=1

||βi||�
[
D

(ρ)

L̂/K

]1/2
, (3.3.1)

where the implied constant depends only on d, n, l.
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Now since the βi are nondecreasing, for any k we may use the bound given by 3.3.1

to write

||βk||
dl+1−k ≤

dl∏
i=k

||βi|| ≤
dl∏
i=1

||βi||�
[
D

(ρ)

L̂/K

]1/2
whence

||βk||�
[
D

(ρ)

L̂/K

]1/2(dl+1−k)
. (3.3.2)

For all k with 1 ≤ k ≤ lt(ρ) + 1 and all j with 1 ≤ j ≤ d, 3.3.2 implies

||αk,j||� ||βk||�
[
D

(ρ)

L̂/K

]1/2l(d−t(ρ))
< X1/2l(d−t(ρ)). (3.3.3)

Now, by the de�nition of t(ρ), for any nontrivial subgroup H of G, Ξ
ρ(H)
ρ has rank

≤ t(ρ) as an OK-module, hence has rank ≤ lt(ρ) as a Z-module. Therefore, under the

ρ-action, there exists some linear combination α =
∑
ciβi (with coe�cients that can

be bounded above in terms of n, l, d only) which is only �xed by the trivial subgroup of

ρ(G). But by the construction of Ξρ, the ρ-action is the same as the Galois action: thus

α is not �xed by any element of Gal(L̂/K), meaning that its coe�cients generate L̂/K.

Finally, for this element α, 3.3.3 and the boundedness of the ci implies that

||α||� X1/2l(d−t(ρ)).

We can now prove our main theorem:

Theorem 3.10. Let K be any number �eld, G be a �nite group of order n, and ρ : G→
GLd(OK) be a faithful d-dimensional representation of G on OK. Also de�ne t(ρ) to be

the smallest positive integer such that for any nontrivial subgroup H of G, (Od
K)
ρ(H) has

rank ≤ t(ρ) as an OK-module. Then

NK,n(X; ρ)� X
1

2(d−t(ρ)) [
∑d

i=1 deg(fi)],
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where the fi for 1 ≤ i ≤ d are a set of primary invariants for ρ. Furthermore,

if ρ has a nontrivial secondary invariant, then we can replace the upper bound by

X
1

2(d−t(ρ))

[∑d
i=1 deg(fi)−

deg(f1)
2[K:Q]

]
+ε
.

Remark 3.11. As noted in Section 1.4, for a �xed representation ρ, a given set of primary

invariants has a nontrivial secondary invariant if and only if the product of the primary-

invariant degrees is strictly greater than |G|. The Chevalley-Shephard-Todd Theorem

states that such a set of primary invariants will exist precisely when G is generated by

pseudore�ections (although in practice, in order to apply the Theorem one must compute

a set of primary invariants, so this yields no additional information).

Proof. LetG act on the polynomial ring C[x1, · · · , xd] via ρ, and let f1, · · · , fd be primary

invariants (cf. Section 1.4) of G with associated secondary invariants 1 = g1, g2, · · · , gk,

each set arranged in order of nondecreasing degree. In the event that there is only one

secondary invariant, which happens precisely when
∏

deg(fi) = |G|, instead set g2 = 1

in what follows.

Let R = C[x1, · · · , xd]ρ(G), let S be the subring of R generated by f1, · · · , fd and g2,

and let Z = Spec(S). The ring S is a domain (since R is) so Z is irreducible. The

natural map C[f1, · · · , fd]→ S induces a projection Π : Z→ Ad, and the map Π is �nite

because R is �nite over A = C[f1, · · · , fd]. Finally, if g2 6= 1, then g2 6∈ C[f1, · · · , fd] (by

de�nition, since R is not A), and so in this case, Π has degree at least 2.

Now suppose we have a Galois extension L̂/K with Galois group G, such that [K :

Q] = l, [L̂ : K] = n, and such that D
(ρ)
L/K < X, and set Ξρ to be the associated tuning

submodule. By Proposition 3.9, there exists a nonzero element α ∈ Ξρ such that all

archimedean valuations of each component of α are � X
1

2l(d−t(ρ)) .
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For any g ∈ G, if g · x denotes the Galois action on x ∈ OL, then since fi is an

invariant polynomial under the action of ρ(g), we have

g · fi(α) = fi(g · α) = fi(ρ(g)α) = fi(α),

where the middle equality follows from the fact that α ∈ Ξρ. Hence fi(α) is �xed by every

element of Gal(L̂/K), so it lies in K. Furthermore, the components of α are algebraic

integers and fi ∈ OK[x1, . . . , xd], so fi(α) is also an algebraic integer.

We may then obtain an upper bound on the total possible number of �elds L by

bounding the number of possible α. But since Π is �nite, we may equivalently bound

the number of possibilities for Π(α).

The coordinates of Π(α) = (y1, · · · , yd) obey the bounds

|yi|� X
deg(fi)

2l(d−t(ρ)) ,

for 1 ≤ i ≤ d, which forms a �box� B in Ad(K). By choosing an integral basis of OK,

this box becomes a box in Adl(Q) with the same bounds, each occurring l times, and

the image of Π(α) in Adl(Q) is integral. But the number of integral points in this box is

� X
1

2(d−t(ρ)) [
∑d

i=1 deg(fi)],

which is precisely the desired bound. In the event that ρ has a nontrivial secondary

invariant, we may also apply the sieving lemma 2.2 to yield the stated improvement.

We make a few remarks regarding the bounds obtained by Theorem 3.10: for any

given group, it may initially appear that using a small-dimensional representation is

superior since a smaller representation will contain the same information as a larger

one, but the smaller representation will have fewer invariants to deal with. However,
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the counting technique employed here dictates that very small representations will give

poor bounds, because the strength of the bound (for �xed K and G) is roughly given

by 1
d

∑
deg(fi): thus the arithmetic-geometric mean inequality, combined with the fact

that
∏

deg(fi) is an integral multiple of |G| (cf. Section 1.4), dictates that the exponent

obtained from a d-dimensional representation in Theorem 3.10 will tend to be very large

for small d. Of course, the ρ-discriminant is di�erent for di�erent representations, but

the heuristics of Malle's conjecture combined with our expectations for the permutation-

representation case suggest that a lower exponent is generally better.

We also observe that the technique of Ellenberg-Venkatesh can be interpreted (in

our setting) as using the rth power of the standard representation of Sn (as opposed

to the representation by itself) and they obtain better bounds by taking r to be large.

We should note that they obtain additional savings by using only a small number of

the invariant polynomials, rather than the full collection; it seems likely that a similar

approach is feasible for general representations.

On the other hand, if the representation has very low dimension, the geometry of the

scheme Z becomes vastly more tractable, and may in some cases allow much stronger

point-counting techniques to improve the result beyond the basic �points in a box�

method. And, in contrast with the situation for permutation representations where the

invariants for transitive subgroups of Sn for n ≥ 5 are generally quite complicated, there

exist a number of interesting groups G with low-degree representations that nonetheless

correspond to extensions of large degree; we give some examples in Section 3.4.
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3.4. Sample Calculations for Particular Groups

Rather than attempting to tabulate all low-degree representations of all groups for which

it would be computationally feasible to compute the invariant degrees, we will content

ourselves to give merely a few examples illustrating the results of Theorem 3.10.

3.4.1. PSL2(F7)

The group PSL2(F7) has six irreducible representations, of degrees 1, 3, 3, 6, 7, and 8;

all of the nontrivial ones are faithful since G is simple.

The two representations of degree 3 are both de�ned over Q(ζ7) and have t = 2 �

indeed, they are even de�ned over the quadratic sub�eld Q(θ) for θ = 1
2
(ζ7 + ζ

2
7 + ζ

4
7).

One can verify (for example) that for one of these representations, ρ(G) is generated

explicitly by the matrices
−1− 2θ −θ −θ

2θ θ −1− θ

1 1+ θ 1+ θ

 ,


1 1 0

−1− 2θ −1− θ 1− θ

1+ 2θ θ θ


and that the degrees of the primary invariant polynomials of ρ are 4, 6, and 14. (We do

not reproduce the primary invariants here since they have very many coe�cients, the

largest of which are on the order of 108.) Theorem 3.10 then yields (for example) the

bound NQ(θ),168(X; ρ)� X47/4+ε. The direct sum of these two representations is de�ned

over Q; however, the primary-invariant computation did not return a result after 3 days

of computation on a standard desktop computer.

The irreducible representation of degree 6 is de�ned over Q, its invariant degrees

are 2,3,3,4,4,7, and has t = 1. Theorem 3.10 yields the bound NQ,7(X; ρ) � X11/6+ε.
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Note that this representation is the same as the reduced permutation representation

corresponding to the transitive subgroup 7T5 that was analyzed in Section 2.4, and (as

should be expected) we obtain the same invariant degrees (aside from the missing one

in degree 1), and the same exponent in the bound.

3.4.2. The Dihedral Groups Dn

There is a family of bn/2c 2-dimensional irreducible representations ρ of the dihedral

group Dn, each of which is de�ned over Q(ζn), given by the standard action of G on

the vertices of a regular n-gon lying on the unit circle. (In fact, ρ can be de�ned over a

sub�eld of Q(ζn), but this merely complicates the exposition.) One such representation

has ρ(G) generated by the matrices ζn 0

0 ζ̄n

 ,
 0 1

1 0


It is then nearly immediate that the two polynomials

f1 = x1x2

f2 = xn1 + x
n
n

form a set of primary invariants for this representation. Since the product of the pri-

mary invariant degrees equals the order of the group, there are no nontrivial secondary

invariants. A direct application of Theorem 3.10 with t = 1 then yields the bound

NK,n(X; ρ)� X(n+2)/2, for any �eld K containing ζn. However, because the invariants of

this representation are so simple, it seems exceedingly likely that a better point-counting

method would yield a very substantial improvement over the bound arising directly from

Theorem 3.10.
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For the dihedral group D7 in particular, there are three irreducible representations

of degree 2 that are de�ned over Q(ζ7) and arise from the construction above. The

direct sum of any two of them has primary invariant degrees of 2, 2, 5, and 7, and

t = 2, yielding the bound NK,n(X; ρ) � X4 for any �eld K containing a seventh root of

unity. The direct sum of all three representations has degree 6 and is equivalent to the

reduced permutation representation 7T2; as we should expect, the resulting invariant

degrees 2, 2, 2, 3, 4, and 7 are the same as those obtained in Section 2.3, and the

bound NQ,7(X;G) � X19/12+ε obtained via Theorem 3.10 is the same as that obtained

via Theorem 2.4 .

We should also note that when G is a dihedral group, good bounds on NK,n(Q;G)

are available from class �eld theory, and show that the problem of counting dihedral

extensions is intimately related to the Cohen-Lenstra heuristics; see [23] for more detail.

3.4.3. The Alternating Group A5

The alternating group A5 has �ve irreducible representations, of degrees 1,3,3,4,5 re-

spectively. The nontrivial ones are faithful since A5 is simple.

The two 3-dimensional representations are de�ned over Q(ζ5) and have t = 2. They

each have a set of primary invariants of degrees 2, 6, and 10, and there is one nontrivial

secondary invariant. Theorem 3.10 then yields the bound NK,n(X; ρ)� X71/4+ε, for any

�eld K containing a primitive �fth root of unity. (The computation for the primary

invariants of the representation corresponding to the direct sum of these degree-3 repre-

sentations, unfortunately, did not terminate after 2 days on a 4GHz desktop computer

with 1GB of memory.)
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The other irreducible representations are equivalent to reduced permutation repre-

sentations, and the corresponding bounds obtained in the tables in Section 2.3 are the

same.
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Chapter 4

Related Open Problems

Our work in the previous chapters is related to a number of open questions, which we

will brie�y mention.

First, as discussed more extensively in Section 2.2, we believe there should be a

number of ways to strengthen the result of Theorem 2.4 (and many of these techniques

should also apply to Theorem 3.10). One method that could improve the result is to

incorporate the technique of Ellenberg-Venkatesh [18], by counting ordered r-tuples of

elements rather than single elements: this can be achieved by applying Theorem 3.10

to the r-fold direct sum of the underlying representation, although we would expect in

this scenario that improvements can be made by throwing away some of the invariants

(in the same way as Ellenberg-Venkatesh).

Another possibility is to study more carefully the geometry of the scheme Z for a

particular group G, and to apply stronger point-counting techniques than the naive

estimate obtained from the points-in-a-box method. Such an approach seems especially

fruitful, and likely to result in good bounds, for the 2-dimensional representations of

dihedral groups, whose invariants (as discussed in Section 3.4) are particularly simple.

It is also likely that for groups G with the property that a G-extension L/K has

an intermediate sub�eld K ′ of small index, that a more direct approach (counting the

possibilities for the intermediate extension K ′ and then the number of possible extensions



64

of K ′ of the proper degree) would yield better bounds than those arising directly from

Theorems 2.4 and 3.10.

Second, we believe it should be possible to give a more explicit description of the

ρ-discriminant for most representations ρ. For example, we expect that for permutation

representations arising from a sub�eld, the ρ-discriminant should essentially be the dis-

criminant of that sub�eld. We believe, indeed, that based on the local results proven

by Wood-Yasuda [38], that aside from some local factors at primes dividing |G|, the ρ-

discriminant should be essentially the same as the Artin conductor of ρ, for su�ciently

well-behaved ρ.

Third, of signi�cant interest is the opposite question for giving estimates on lower

bounds for NK,n(X), on which there are also a number of results [18]. For certain n one

can use known results to get easy lower bounds of the correct exponent in X; e.g., if

n is even we can simply take the collection of quadratic extensions of any �eld E with

[E : K] = n/2. In order to avoid such trivial cases we would likely want to impose

conditions on the Galois group and thus convert the question into asking about lower

bounds for NK,n(X;G) for any given group G. However, if one could merely show a

positive lower bound for NQ,n(X;G) for all G, one would have solved the inverse Galois

problem! Thus it seems more likely that this question is only approachable for particular

groups or families of groups G (e.g., G = Dn, An, Sn, PSLd(Fq), etc.). We can likewise

pose the question of �nding good lower bounds for the counting function NK,n(X; ρ).

Another counting question, which is partially related to a number of other heuristics

such as Cohen-Lenstra-Martinet, is how the imposition of local conditions alters the

asymptotics of NK,n(X;G), for a given group G. The famous counterexample of Wang

to Grunwald's Theorem demonstrates that the e�ect of imposing even a single local
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condition can be quite signi�cant!

Fourth, there is also signi�cant interest not only in giving asymptotic counts for the

number of G-extensions, but also in computing them explicitly. We suspect that some

or all of the invariant theory techniques would be useful in developing computational

methods for characterizing G-extensions for larger G.
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